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## IMPLEMENTATION REPORT

Traffic signals are one of the few "active control" elements the Indiana Department of Transportation has available for regulating the flow of traffic. The department owns and maintains several thousand traffic signals through out the state and is constantly looking at how to improve their operating efficiency. This study was initiated by the Indiana ITS Program Engineer to determine if naturally occurring platoon of traffic could be identified and a traffic controller manipulated to accommodate the progression of that platoon through a traffic signal. Because of safety and public relation issues associated with debugging new control algorithms, it was not feasible to develop the platoon accommodation algorithm under live traffic conditions. Instead, a laboratory evaluation environment was proposed to develop and evaluate the algorithm. As a result of this research, we have developed several recommendations for implementing this research.

The first part of this study used the microscopic simulation program CORSIM connected to an actuated controller via a Controller Interface Device (CID) to simulate field conditions. A programmable logic controller (PLC) was introduced into the simulation and algorithms were developed for the PLC to recognize platoons. Once a platoon was recognized, a low priority transit preemption was introduced to facilitate the progression of that platoon through the system. Quantitative evaluation of the proposed algorithm on a case study intersection showed a reduction in stops and delays for the approach using the algorithm while not significantly impacting any of the other minor approaches. Since a "field hardened" PLC was used, this procedure could be directly implement on any intersection that could provide the appropriate detectors and low priority transit priority procedures.

The PLC technology used in this project to process detector inputs and implement logic necessary for triggering the low-priority preemption has direct and immediate application for a wide variety of low cost Intelligent Transportation System (ITS) initiatives. For example, the former graduate student on this project, adapted the PLC concept and wireless communication architecture to a warning sign indicating an interstate ramp was backing up on Exit 4 (SR 131) on I-65 Northbound. Early indications are that this has reduced accidents at that location. There are several other similar low cost ITS initiatives currently under considerations that could use this technology.

Although the focus of this research was the development of procedures for accommodating platoons, this project used, for the first time in Indiana, hardware-in-theloop simulation procedures. These hardware-in-the-loop simulation procedures proved invaluable for evaluating novel (and more efficient) control schemes without subjecting motorists to the occasional "glitches" experienced when developing a new system. Further work is underway in another JTRP project to package the technology so these procedures can be used by districts to evaluate performance of arterial traffic signal control equipment. In conjunction with that JTRP study (which builds on this study), the hardware in the loop evaluation procedure was been used to retime a complicated diamond interchange down in Indianapolis at I-465 and SR 37 reducing annual delay over 32,000 veh-hours.

Finally, as a byproduct of evaluating the CORSIM platoon modeling characteristics, platoon distribution charts were developed for 1) observed field data, 2) modeled CORSIM data, and 3) theoretical models. These charts contained in the Appendix of the report provide a rational procedure for estimating the upper bound on the arrival type used in the Highway Capacity calculations for signalized intersection and arterials (Chapters 9 and 11).

## CHAPTER 1 INTRODUCTION

Over the past several years, the traffic engineering profession including public, private and academic sectors have devoted many resources to advancing the state of traffic signal control algorithms. Many advancements have been made since the deployment of first generation electromechanical and vacuum tube type controllers. The advent of microprocessor based solid state controllers allow for even more features to be incorporated into these devices due to the increased available processing power.

Today a traffic signal may exist as a single isolated controller or may be part of a multi-signal traffic control system. These traffic control systems are comprised of interacting components such as signals, detectors, and a communications backbone that are arranged in a manner which effectively and efficiently coordinate traffic flow along a corridor or throughout a network [Homburger et al., 1992]. There currently are several different types of these components that result in widely varying deployment architectures.

The goals associated with deploying traffic signals have not significantly changed over the years. Traffic engineers' primary focus is to provide the control component of a road network that will allow for the safe and efficient movement of people and goods. Traffic engineers are continually refining the control strategies in an effort to better achieve these goals. The increases in motor vehicle use without proportional increases in infrastructure motivate the development of these strategies to an even greater extent.

The level of sophistication of traffic control strategies has advanced beyond the exclusive use of time-of-day programs and local detection, such as inductive loops. Today, new signal research is devoted to real-time traffic adaptive control. These systems not only operate based on local detector demand but also make control decisions based on predicted future demand. In order to make these decisions, it becomes necessary to predict the future demand. Engineers have been looking at the need for prediction since the early 1970s when the urban traffic control system (UTCS) was under development [Tarnoff, 1975]. Prediction becomes important in signal control if vehicle progression is to be maintained.

In arterial and network systems, traffic is thought of as moving groups known as platoons. Typically, signals that are located at the boundary of the system group vehicles together during the red phase and then discharge this platoon under green. Systems in which adjacent signal spacing is relatively small (less than 0.5 miles) allow for progression of the platoon by coordinating adjacent signals based on an offset from some known time reference. As the spacing between adjacent signals increases, the ability to provide progression using traditional methods becomes more difficult due to platoon dispersion and traffic sources and sinks. Therefore, when the spacing between intersections becomes large, the traffic signals are usually operated as an isolated intersection.

Traffic signal control systems at isolated intersections are typically actuated systems that use inductive loop detectors for local detection. The controller operates based on the active timing plan and the local demand near the intersection (usually within 500' of the stop bar). In this configuration, the control system is limited to a horizon of a few seconds for which control decisions can be made based on perceived demand. This limitation is believed to reduce the operational efficiency of the intersection when certain traffic patterns exist. Platoons of vehicles can exist on approaches to isolated intersections. However, unlike the traffic control systems that coordinate their cycles to traffic flow, isolated intersections do not provide for smooth platoon progression. This lack of responsiveness leads to increased vehicle delay and vehicle stops.

Although many adaptive algorithms have been developed to improve the operation of isolated intersections, few of these have undergone wide scale deployment. Possible reasons for this include excessive cost, difficulty in calibration, and the reluctance of the part of practicing engineers to implement strategies radically different from those in use.
Because of this fact, this research proposes a cost-effective platoon accommodation procedure that uses existing signal system components to provide some of the benefits as those of adaptive control.

This document describes the development of a system within the constraints outlined above. Chapter 2 presents a review of the current state of the practice of traffic control algorithm development. Chapter 3 presents a new method for accommodating platoons at isolated rural intersections. This new strategy is evaluated in Chapter 4 using hardware-in-the-loop
simulation. Chapter 5 presents a brief discussion on the expected benefits and costs associated with the deployment of this strategy. Chapter 6 evaluates platoon dispersion using filed data, simulation, and analytical models. Suggestions for further work is presented in Chapter 7

## CHAPTER 2 CURRENT STATE OF ADAPTIVE TRAFFIC CONTROL ALGORITHMS

Modern traffic signals have evolved through several stages since the birth of the concept. The first operating traffic signals are considered to be manually operated semaphores, which were introduced in London in 1868. American James Hoge invented the first automated electric traffic signal in 1913. This device, which seems to be the origin of the standard three-color scheme used today, was first deployed in Cleveland, Ohio, in 1914. After their initial inception, the use of traffic signals spread rapidly during the late 1910's and early 1920's. The first interconnected signals were used in Salt Lake City, Utah, in 1917. A concept of a progressive signal system was first proposed in 1922. This lead to the installation of actuated signal systems in 1928 at New Haven, East Norwalk and Baltimore [Hamburger et al., 1992].

The 1960's had a very important effect on the advancement of traffic engineering technology through the introduction of computer-based traffic signal control systems [Gartner et al., 1995]. Through the use of computers, traffic engineers have made significant advances in the development of optimization and control logic. Today, there are various microprocessor based vendor products available for designing, operating, and monitoring traffic signal installations. The constant advancement of the computer industry has resulted in the availability of improved processors, which are capable of performing more operations in a smaller amount of time. The fundamental objective of traffic engineers is to develop control strategies that use available processing power to safely and efficiently move traffic.

- A properly designed traffic control system can help to reduce traffic delay, fuel consumption, driver discomfort, and air and noise pollution by efficiently using the capacity of existing streets [Linkenheld et al., 1992]. The positive effects of signal installation can be any or all of the following [Homburger et al., 1992]:
- provision for the orderly movement of traffic,
- reduction in the frequency of certain types of accidents (i.e., right angle and pedestrian),
- an increase in the traffic handling capacity of the intersection,
- means of interrupting heavy traffic to allow other traffic, both vehicular and pedestrian, to enter or cross a traffic stream,
- continual movement of traffic at a desired speed along a given route by coordination,
- economical benefits over manual control at intersections where alternate assignment of right-of-way is required, and promotion of driver confidence by assigning right-of-way.

While the points indicated above illustrate the potential positive effects that traffic signals can have, it is important to note that the deployment of these traffic signal systems can also lead to less than desirable results. Some of the possible negative effects from the installation of traffic signals are as follows [Homburger et al., 1992]:

- increase in the total intersection delay and fuel consumption, especially during off-peak periods,
- probable increase in certain types of accidents (e.g. rear-end collisions),
- unnecessary delay when improperly located which results in disrespect for this type of control, and
- cause excessive delay when improperly timed which increases driver irritation.

Two of the four mentioned possible negative impacts traffic signals can have are attributed to the improper setting and location of the installation. Therefore, it is important to indicate that traffic signals, when properly configured, can provide significant improvements to the road network. However, it is equally as important to remember that even properly configured signals do have the potential to provide some negative results.

The optimal setting of traffic signal control systems has been on the minds of traffic engineering practitioners since their initial development. This is especially true since the 1960's when computer-based controllers allowed for more complex strategies to be implemented. Although many of today's control strategies are quite complex in nature, they focus on the manipulation of only a few configuration parameters. A particular controller many have tens or hundreds of possible parameter settings, but there are only four that are considered to have the most impact on system performance [Stewart et al., 1998]. These four variables are cycle length, split, phase sequencing, and offset. Cycle length is the time required for one complete sequence of signal phases. Split is the percentage of a cycle length allocated to each of the various phases. Phase sequencing is the order in which the phases of a cycle occur. Offset is the time relationship in seconds between a defined interval portion of the coordinated phase green and a system reference point [Gordon et al., 1996].

There are primarily three broad types of signal control. These are pre-time control, actuated control, and traffic responsive or adaptive control [Stewart et al., 1998]. In pre-timed control, one of several possible predetermined signal timing plans, which were calculated off-line using historical traffic data, is selected. These plans are implemented by time-of-day, direct operator selection, or matching current volumes and occupancies with those stored with an associated timing plan [Gartner et al, 1995]. The selected plan has a fixed cycle length, slit and offset. Actuated control is similar to pre-time control in that the various parameters in the timing plan are determined in advance using historical traffic data. However, actuated control uses detectors, such as inductive loop detectors placed on the approach legs of intersections, to determine if a particular phase should start early or end late [Stewart et al., 1998]. These two strategies are also referred to as off-line operation. Adaptive or traffic responsive control strategies have no preset plans, which are computed in advance. Instead only upper and lower bounds on cycle time, green split, and offset are provided to the controller. Adaptive control logics are capable of running in either actuated or nonactuated modes.

Currently in the United States, pre-timed and actuated control are much more used than adaptive control. The current practice is to use non-actuated control plans if the arrival pattern is predictable, such as when networks are heavily congested and intersections are closely spaced. Actuated control is used when arrival patterns are less predictable, such as during light traffic flows, and when intersections are spaced farther apart [Kell and Fullerton, 1991].

Continued growth in travel demand without similar growth in new infrastructure has forced the traffic engineer to design traffic control strategies, that provide a higher level of performance without reducing safety and comfort [Head et al., 1992]. There are two primary limitations of pre-timed control strategies that have helped to motivate the development of adaptive control algorithms. The first limitation is the inability of pre-timed controllers to react to unexpected deviations from historical trends, such as diversions resulting from incidents or day-to-day random variations of the magnitude and temporal distribution of the demand peaks. The second limitation is that even for predicted traffic conditions there are a finite number of time-of-day plans that can be handled by current controllers. During periods of build-up or decay of the demand peak, the selected time-of-day plan may still not be
optimal. Developers of adaptive control strategies hope to capitalize on these inefficiencies inherent in off-line control to improve intersection performance through the use of more comprehensive algorithms [Stewart et al, 1998].

In the 1970's the Federal Highway Administration (FHWA) sponsored a project that was directed toward developing and testing a variety of advanced network control concepts and strategies. This project became known as the Urban Traffic Control System (UTCS) project. This project, which lasted nearly a decade, focused on control strategies that were broken into three groups referred to as generations.

First generation control (1-GC) consists of pre-stored signal timing plans that are calculated off-line, based on historical traffic data. This generation of control, which is essentially the same as the pre-timed control strategy discussed earlier, selects a particular timing plan by time-of-day, by direct operator selection or by matching the current traffic conditions with those stored in a library. The frequency of updating in the later mode of selection is 15 minutes. A modification of the last plan selection method mentioned above is spin-off of 1 GC control. It consists of the system automatically selecting a timing plan when conditions warrant its implementation. This strategy became known as 1.5 generation control (1.5-GC) [Gartner et al., 1995; McShane and Roess, 1990].

Second generation control (2-GC) consisted of an on-line strategy that computes and implements in real-time timing plans based on surveillance data and predicted values. Plans are optimized once every five minutes. However, to avoid transition disturbances from one implemented plan to the next, a timing plan is updated no more than once per 10 minute period [Gartner et al.,1995; McShane and Roess, 1990].

Third generation control ( $3-\mathrm{GC}$ ) is a strategy which uses on-line optimization to update the cycle lengths, splits, and offsets in real time. The sampling periods for these updates are short with a duration of 60-120 seconds [McShane and Roess, 1990]. 3-GC is similar to 2GC except that the period after which timing plans are revised is shortened, and cycle length is allowed to vary among the signals, as well as the same signal, during the control period [Gartner et al., 1995].

The results of the UTCS experiments are mixed. It was found that the strategies used for 1 GC and 2-GC control worked. However, 3-GC control did not perform as intended [Stephanedes et al., 1981]. 1-GC control strategies that were implemented, typically used fixed-time plans and sometimes allowed plan selection through the time-of-day option. The $1.5-\mathrm{GC}$ and $2-\mathrm{GC}$ systems that were implemented allowed on-line selection of timing plans responding to time-of-day or detected traffic conditions and, in some cases, timing plans were generated online Using smoothed traffic flows [Head et al, 1992]. After the fact, a closer examination of the UTCS 3-GC control revealed that the goals were not met for this particular generation. This was not because their rationale, which was that traffic responsive control should provide benefits over fixed time control, was wrong, but because the models and procedures failed to deliver the desired results [Gartner et al., 1995].

## Adaptive Control

In the traffic engineering community, there has been a general consensus that increasing responsiveness contributes to improved traffic performance. Therefore, the concept is that on-line traffic control strategies should be capable of providing better results than strategies in which off-line methods are used. Due to the inadequacies of 3-GC control in the UTCS experiments of the 1970's, it became obvious in the early 1980's that new strategies needed to be developed for adaptive control [Gartner et al., 1995].

Adaptive control relies on very short-term advance vehicle arrival information in an attempt to achieve real-time optimization of signal operations. To estimate flow conditions, it is necessary to place detectors several hundred feet upstream on the approach legs of an intersection in order to provide advanced vehicle arrival information. Using detectors in this manner does provide advanced information, however, the time frame in which controller has to respond before the vehicles arrive at the intersection is usually limited to less than 120 seconds. To overcome the limitations of this small timeline of advanced information, some strategies have been developed which predict vehicle arrival data to supplement the detector data. The downside of this approach is that it tends to introduce errors in the information used to formulate the timing plans. The differences between the estimated and actual flows can be caused by several factors including lane changes, variations in speed, traffic sources/sinks, and more [Lin, 1988].

Adaptive control has limitations due to its need to rely on estimated flow conditions, which always differ from the actual conditions. It is important to note that in some cases the discrepancies can offset the benefits of having an elaborate control logic [Lin, 1988]. The effectiveness of the control system response is entirely dependent on the quality of the prediction model [Gartner, 1995]. Therefore, the implementation of an adaptive optimization logic in signal control does not always result in improved signal operations [Lin, 1988]. When traffic is highly peaked, or where the average traffic volume is high, the best results can often be achieved through the use of a simple time-of-day strategy [Stewart et al., 1998].

Responsive methods can provide substantial benefits compared with non-responsive methods, but if they are not properly applied, they are likely to degrade performance [Gartner et al., 1995]. Regardless of the level of sophistication of an adaptive control methodology, optimal signal operations can never be achieved in a real life situation. In light of the drawback of the discrepancies between the estimated and actual flow characteristics, it is worth investigating whether strenuous decision-making processes can be replaced by simple decision rules for adaptive control. Often the term optimization is used casually to represent a process of searching for a better course of action. This search for a better course of action can be based on a very elaborate procedure or on a simple, relatively straightforward procedure [Lin, 1988].

Significant advances towards the development of an effective demand responsive traffic control system were achieved during the 1980's through the introduction of two control strategies. These two strategies were Split, Cycle, Offset Optimization Technique (SCOOT) in the United Kingdom [Hurt et al., 1981] and by Sydney Control Algorithm for Traffic Signals (SCATS) in Australia [Lowrie, 1992]. SCATS is considered to be a variant of the UTCS 1.5GC traffic response variant. SCOOT is considered by most to be a UTCS-3-GC, although some authors put it into the 2-GC category [Gartner et al., 1995].

SCATS consists of a hierarchical two-layer control strategy. The local level, which is at the bottom of the hierarchy, consists of sets of intersections grouped together at the discretion of a traffic engineer. These subsystems make independent decisions regarding timing parameters involving cycle, offset and phase lengths, which are based on the degree of saturation in the subsystem. As the timing parameters of adjacent subsystems become
equal or nearly equal, a regional computer in the next higher level of the hierarchy "marries" the systems into one contiguous system. Similarly, the regional computer relinquishes control of the subsystems when their desired control parameters become different. In this strategy, the timing plans are incrementally adjusted to varying traffic conditions [Head et al., 1992].

SCOOT is a more successful implementation of 3-GC type control than the strategies developed under the UTCS experiment. At the heart of the SCOOT system is a variant of the TRANSYT optimization model that runs in the background called the SCOOT Kernel. Since 3-GC control is an on-line strategy, the suggested timing parameters generated by the SCOOT Kernel are immediately communicated to the controller. The controller then uses these suggestions in combination with observed changing traffic demands to make incremental adjustments to the cycle lengths, phase lengths, and offsets for the current and next cycles [Head et al., 1992].

The key factor of SCATS and SCOOT is that they do generate their timing plans on-line [Gartner et al, 1995]. SCOOT and SCATS view the control problem in a "macro" setting in which the signal control parameters are optimized on a macroscopic traffic flow model [Sen and Head, 1997]. There are, however, authors who feel that these systems do have some drawbacks. The argument is that these systems are not proactive and, therefore, cannot adequately accommodate significant fluctuations in traffic flows. A proactive system would be one which attempts to predict future demand on the network and to accommodate this demand as it evolves [Head et al., 1992]. The proliferation of computer technology and the deployment of traffic management systems have led to the focus on the development of decentralized real-time control systems which would provide this proactive functionality [Sen and Head, 1997].

## Optimized Policies for Adaptive Control (OPAC)

In 1983, Gartner introduced the concept of a new adaptive control strategy called Optimized Policies for Adaptive Control (OPAC). Gartner was the first to document the need for shifting away from models that optimize cycle time, splits and offsets. His model involved the determination of when to switch between successive phases based on actual arrival data at the intersection. It was felt that this model would be more relevant for real-time traffic control [Sen and Head, 1997].

Gartner stated that predictions had problems due to their deficiency in providing good temporally distributed results. He felt that using actual flow data instead of using average volumes, which had been the state of practice at the time, could mitigate this problem. The method proposed for obtaining actual flow data was to place detectors on the approach links upstream from the intersection and use the actual flow data from these detectors to make predictions of vehicle arrivals at the intersection [Gartner, 1981]. Therefore, OPAC allows for proactive control based on predicted traffic flows [Head, 1992].

OPAC has gone through several different development efforts. There have been several versions of the algorithm with varying levels of complexity that have been evaluated. The earliest version was designed for an isolated two phase signal. The most recent version is for controlling a system of several intersections with 8-Phase controllers.

OPAC was originally designed using dynamic programming (DP) to optimize the signal control problem after it was divided into multiple stages. DP is a mathematical optimization technique used in configuring multi-stage decision processes. The decision control problem is broken into subproblems, which are individually optimized. This approach leads to a more efficient computational process than attempting to optimize the problem in one simultaneous effort [Gartner, 1983].

In the first version called OPAC-1, DP is applied based on the assumption that traffic arrivals are known for a finite amount of time, referred to as the horizon. This horizon is divided into several stages, each having a uniform time interval. Each stage has three inputs including the input state, vehicle arrival data, and decision input. Each stage also has two outputs including economic return (cost) and output state. The input and output states of a particular stage include the state of the signal (red or green) and the lengths of the queues on all approaches at the beginning and ending of the stage, respectively. The vehicle arrival data is obtained from the upstream detectors. The decision variable indicates whether the current phase is to be terminated or extended. The return cost output is the performance index for the intersection measured in total delay time. The DP optimizes the setting to minimize this value [Gartner, 1983].

DP optimization is accomplished by beginning with the last time interval and moving forward to the first. Once the DP reaches the beginning stage, it has determined the optimal phase switching points in the planning horizon. In order for the DP approach to function, it was mentioned that the arrival data was known for the entire planning horizon. In practice, this horizon may be several cycles in length. The surveillance system needed to provide this information would need to be very elaborate and most likely very costly. Additionally, this DP framework requires "extensive computational effort." Since the program is optimized in a backwards time sequence, it becomes impossible to implement the DP on-line in real-time, because the time required to compute the optimal settings precludes the opportunity of updating the input data or correcting the already established control decisions on which preceding stages are based [Gartner, 1983].

The limitations indicated above led Gartner to develop a simplified optimization procedure that could be implemented in real-time on-line, but would have the results comparable in quality to those obtained using DP. This concept led to the development of OPAC-2. Like OPAC-1, this strategy consists of breaking the future planning horizon into stages with each having a common length in the range of 50-100 seconds. Each stage is further subdivided into smaller time intervals. These intervals are then sequentially optimized in a forward direction. The optimization logic computes a performance index value for each approach in terms of vehicle delay. Using an optimal sequential constraint search (OSCO), total delay is calculated for all possible phase switching options, under the constraint that each stage has to have at least one, but no more than three, phase switches. The switching option, which produces the lowest total delay values, determines the optimal solution. In comparison with the OPAC-1 results, OPAC-2 was found to derive solutions with performance indexes within $10 \%$ of those generated with DP [Gartner, 1983].

Although OPAC-2 seemed to provide results which were capable of being derived in a timely enough manner to be implemented in real-time, this procedure still has a significant drawback. As was the case with OPAC-1, OPAC-2 relies on vehicle arrival information for the entire planning stage. Remembering that a planning stage is $50-100$ seconds in length, indicates that arrival data is needed for a period greater than that which can be provided using current detection schemes. To overcome this limitation, Gartner used a rolling horizon approach that had been used for years by operations research analysts in production inventory control [Gartner, 1983].

The rolling horizon approach to OPAC became known as ROPAC. The current stage, which was the time period being optimized, was divided into $k$ intervals for which arrival information was needed. Using arrival data from upstream detectors, it is possible to know the first $r$ intervals at the beginning or "head" of the stage. The remaining intervals ( $k-r$ ) are known as the tail of the stage. The arrival data for these intervals in the tail are obtained from a model. The stage is optimized for all intervals but is only implemented for the first $r$ intervals at the head of the stage. Once these stages have been implemented, the projection horizon is advanced by r intervals creating a new stage to be optimized. A graphical representation of this process can be seen in Figure 1 [Gartner, 1983].
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Figure 1 Rolling Horizon Approach in ROPAC [Gartner, 1983]

There have been two types of models used for predicting the tail portion of the stage in the ROPAC approach. The first model consists of a variable tail, where the arrivals are projected. The second model consists of a fixed tail, where the tail consists of a fixed flow that is equal to the average flow rate of the first $r$ intervals. The variable tail model was used only for testing the rolling horizon approach in comparison to previous experiments. The fixed tail model, the one which was selected for ROPAC, is more practical to implement [Gartner, 1983]. ROPAC was converted to an on-line algorithm that can be implemented in real-time called OPAC-RT version 1.0. This version, which was developed for a simple twophase fully actuated isolated intersection, was found to improve the performance based on delay and percent stops. In situations where the traffic flow was light, it was found that OPAC operated with nearly the same efficiency as that of actuated control. As the volumes
increased, however, the performance of OPAC-RT version 1.0 improved over that of actuated control [Gartner et al, 1991].

OPAC-RT version 2.0 was the next strategy that was implemented and consisted of the control of an eight-phase intersection. In this version of OPAC, only the through phases are controlled by the system. The minor phases, which are primarily the left turn phases, are considered by OPAC to be part of the green time allocated to the corresponding approach's through phase. Termination of these minor phases is determined by the gap/out or max/out functionality of the actuated controller. The results from the deployment and evaluation of this version of OPAC showed both a reduction in total delay and percent stops [Gartner et al., 1991].

The latest version of the OPAC algorithm is version 3.0. This version has several enhancements based on the knowledge from previous development and evaluation efforts. These added features included optimization of all eight phases, the ability to skip phases, and an advanced algorithm for providing coordination for adjacent signals. Therefore, OPAC-RT is now able to address signal systems for a corridor rather than for just an isolated signal. This strategy has been deployed and the results showed promise for future implementation. The OPAC-RT version 3.0 showed its best performance during oversaturated conditions and changing demand conditions for an arterial. Additionally, version 3.0 was evaluated for an isolated intersection under light traffic conditions and was found to reduce delay without any significant impact on percent stops [Andrews et al., 1997].

## Real-Time, Hierarchial, Optimized, Distributed and Effective System (RHODES)

 In 1992, Head et al. presented an adaptive control strategy entitled RHODES. This algorithm consists of a distributed hierarchical framework that operates in real-time. The basic premise of RHODES is to respond to the natural stochastic variation in traffic flow. It is felt that using the knowledge of this variation and proactively responding to it will create opportunities, which even if small in magnitude, will cumulatively provide a substantial total improvement in intersection or corridor performance.The formulation of RHODES is based around the decomposition of the traffic control problem. Additionally, RHODES is developed to proactively respond to the variations in traffic flow through the use of predictive models [Head et al., 1998]. After the introduction of

OPAC, adaptive control strategies began to incorporate dynamic programming in their framework [Gartner et al., 1983]. The motivation behind the development of RHODES is similar to that of OPAC. It formulates a strategy that will operate under a variety of traffic conditions and will make phase switching decisions based on vehicle arrival data for an intersection. However, unlike OPAC, RHODES is entirely based on dynamic programming [Sen and Head, 1997].

Through the use of dynamic programming RHODES is an efficient and general procedure. RHODES allows for phase sequencing to be optimized in addition to the various timing parameters (cycle, split, offset, etc). This allows for more flexibility in making control decisions, thereby, allowing this adaptive control strategy to have a greater potential impact on intersection performance. RHODES has the ability to use a variety of performance measures including delays, queues and stops [Sen and Head, 1997].

As was indicated earlier, the design of RHODES is based on the separation of the traffic control problem into sub-problems. These sub-problems involve making decisions on various aspects of the control problem, which are defined over different time and distance horizons. These sub-problems or levels from the top down include: network loading problem, network flow control problem and intersection control problem. The relationship of these levels in the hierarchy is depicted in Figure 2.

Level One control at the top of the hierarchy is the network loading problem. This level provides the estimates of the link loads as well as the prediction of the trends in the change of loads from real-time data [Head et al., 1992]. These two elements result in providing insight for the general travel demand over long periods of time such as one hour. RHODES proactively uses this information to predict future platoon sizes near the boundaries of the system [Head et al, 1998].

Scenario


Figure 2 Hierarchy Framework of RHODES [Head et al, 1992].

The middle level, Level Two, consists of the network flow problem. This level involves making high-level signal timing decisions to optimize the overall flow of vehicles in the network [Head et al., 1992]. The decisions in this level are made every 200-300 seconds. This level is broken into two parts. The first part involves the prediction of platoons in the network and is known as the platoon prediction logic. These predictions are made using the information in Level One in addition to actual detector data. The second part of this level involves the network optimization logic, and its purpose is to optimize the signal timings in the network to allow for the most efficient movement of these platoons. RHODES uses a model called REALBAND created by Dell 'Olmo and Mirchandani to perform this task [Dell' Olmo and Mirchandani, 1995]. The results from this network optimization logic are used as constraints for the decision made in the next level [Head et al., 1998].

The lowest level of the control strategy is that of the intersection control problem. This level is responsible for making the final second-by-second decisions regarding traffic signal operation. As is the case in the previous level, this level is divided into two parts. One of these is the Link Flow Prediction Logic. This logic uses data from upstream detectors, such as those near the stop bar of an upstream intersection, as well as the target timings of the upstream signal to estimate vehicle arrivals at the intersection being optimized. Figure 3 shows four time space diagrams depicting the possible vehicle trajectories from $d_{i}$ to $d_{A}$ based on the status of the signal at $B$ and the traffic detected at $\mathrm{d}_{\mathrm{i}}$. The predictions made by
this logic increase the horizon of information used for making control decisions from a few seconds, as is the case for actuated control, to well over 30 seconds. The second part of this lowest level is the Intersection Control Logic. In 1997, Sen and Head developed a model called Controlled Optimization of Phases (COP) to solve the problem of finding optimal phase sequences and their associated duration. COP uses the information from the network flow problem, in addition to the results from link prediction logic, to make the determination as to whether the current phase should be terminated or


Figure 3 RHODES Link Prediction Logic [Head et al., 1998]
extended. Additionally, COP generates target phase timings which are used by adjacent intersections in their link prediction logic [Head et al., 1998].

Rhodes is currently being evaluated in a laboratory environment using simulation but is scheduled for limited field deployment in Arizona in the Fall of 1998. In the simulations of the arterial systems and diamond interchange that have been modeled, RHODES resulted in decreasing traffic delay [Head et al, 1998]. Further evaluations of this model under a variety of traffic conditions are needed, however, the current knowledge regarding the strategy's performance appears promising.

The preceding discussion has introduced a variety of strategies for providing more efficient signal control. It has been found that each of these methods perform different under certain
types of conditions. When the traffic network is lightly to moderately loaded, it may be more appropriate to control traffic as freely as possible. In this strategy the focus is to accommodate individual vehicles, thereby, reducing stops. When the traffic network is heavily loaded, it may be more desirable to control traffic for improved network performance. In the situation timing decisions are based on accommodating network flows and not individual vehicles [Head et al., 1992].

Therefore, different algorithms will be needed for different situations. In some cases the use of upstream detectors will be sufficient to provide the desired level of performance. In other cases, more complex prediction algorithms may be required [Head, 1995]. Therefore, a major contribution of the new technologies will be to enable identification of traffic characteristics in a network and select the most appropriate strategy for the existing conditions [Gartner et al., 1995].

In November 1991 the Federal Highway Administration (FHWA) issued a solicitation for the envelopment and evaluation of a real-time, traffic adaptive signal control system referred to as RT-TRACS [FHWA, 1991]. RT-TRACS is designed to be capable of adapting to specific traffic conditions as they occur by selecting the appropriate optimal control strategy from a library of real-time control strategies. It is felt that providing a menu of possible strategies will provide improved performance over the use of one particular strategy [Gartner et al., 1995].

While the concept of RT-TRACS may provide improved performance, it comes at a significant price. The architecture of RT-TRACS currently being tested uses a 2070-Type controller. The concept behind these units are that the controller and software are broken into two distinct elements that are purchased separately [Gordon et al., 1996]. These units cost approximately $\$ 3,500$ each without any software. Since the software used for RTTRACS type algorithms, such as OPAC and RHODES, for the most part are still under development, it becomes expensive to implement this type of software because system integration costs are substantial in setting the system. It is not unreasonable to expect that the deployment of an RT-TRACS type algorithm at a single intersection to cost at least \$10,000.

## CHAPTER 3 PROBLEM STATEMENT

## Objective of Platoon Accommodations

Dan Shamo, ITS Program Engineer, for the Indiana Department of Transportation (INDOT) has identified an opportunity in improving the operational efficiency of isolated signalized intersections by detecting platoons. It is felt that current control strategies may not allocate green time in an optimal manner when compared to the temporal distribution of arriving traffic. An example of this inefficiency is described and depicted in Figure 4. As can be seen in Figure 4, the actuated traffic signal controller using local detection did not provide for optimal control, since the platoon of vehicles was stopped for the one vehicle on the side street.

The example illustrated shows a situation that occurs often at rural isolated intersections. These locations consist of a predominate through route, usually a state or US highway, that is intersected by a low to medium volume road, which has met the warrants for a traffic signal installation. These types of installations consist of either semi-actuated or fully actuated control. For actuated control, inductive loop detectors are installed on the approach legs of the intersection. The locations of these loop detectors at isolated intersections are typically within a range of 500 feet from the stop bar. In cases where the running speed on a particular approach is 55 miles per hour (MPH) and the detector set back is 500 feet, the vehicles' arrival at the intersection stop bar is within 6.5 seconds after the time in which it was initially detected. Therefore, the controller only has a 6.5 -second horizon to plan for arriving vehicles.

Considering the fact that in most situations the clearance time (yellow and all red) is at least 5 seconds, it is clear that the ability of a controller to respond


Figure 4 Example of current control inefficiency
quickly to arriving traffic is significantly limited by the upstream detector placement. Current controllers are further limited because of their inability to quantify the level of demand detected on the various approaches. For example, an actuated controller cannot distinguish between a single call on a minor road from several calls on a major road. If flows are high on the major road and low on the minor road, the actuated controller has the potential to cause excessive delay to the major street. This delay occurs because it assigns the same priority to the single vehicle on the minor street as it assigns to the many vehicles on the major street [Gartner et al., 1991].

The fact that current control strategies for isolated intersections have significant limitations on their ability to adapt to arriving traffic is known. Due to the example above and other inefficiencies, which have been observed, there have been several attempts to develop a control methodology that will improve the operational efficiency of these intersections. Some of the strategies include:

- Modernized Optimized Vehicle Actuation Strategy [Vincent and Young, 1986],
- Optimization Policies for Adaptive Control (OPAC) [Gartner, 1983],
- Traffic Optimization Logic [Bang, 1996],
- Stepwise Adjustment of Signal Timing Logic [Lin et al., 1987],
- Split, Cycle and Offset Optimization Technique (SCOOT) [Lowrie, 1992],
- Knowledge Based Expert System Logic [Linkeheld et al., 1992], and others.

There have been a great deal of resources devoted to the development of these strategies. Adaptive control has the potential to provide improved control at isolated intersections [Lin, 1988], but there has yet to be one strategy which has shown significant potential for wide scale deployment. The reasons for this could be due to excessive cost, calibration difficulty, or the reluctance on the part of practicing traffic engineers to deploy strategies radically different from those currently in use.

The focus of this research effort was to develop a control methodology that will improve the operation of isolated signalized intersections in Indiana by addressing the inefficiency described and illustrated in Figure 4. The basic concept of the research is that groups of vehicles traveling together, referred to as platoons, on the major route should be given preferential treatment by the signal. It is desired that this preferential treatment will result in
the platoon being able to traverse the intersection unimpeded by a red signal indication. In other words, this control strategy is developed for platoon accommodation at isolated intersections. Possible benefits of this system are a reduction in percent stops, reduction in environmental emissions, and reduction in total delay.

The development of this platoon accommodation strategy is done under some constraints. Perhaps the most important constraint that greatly impacts its chance of being deployed is that this system is to be an economically viable solution. Secondly, this strategy should use existing equipment to the maximum extent possible. The reason for this is to help keep costs low, but perhaps even more importantly, to keep with the same familiar equipment currently in use. The deployment of a radically different strategy could hinder deployment and maintenance efforts. Other constraints are that any additional equipment used must be rugged enough to operate under the harsh Indiana environment. The integrity of existing safety features must be maintained, and a straight forward set of guidelines can be created to assist the traffic engineer and technicians in deploying and maintaining the system. To simplify the description of the developed system the problem will be addressed in three parts. These parts are as follows:

- What is a platoon and how can it be detected?
- If a platoon is known to exist, how can the controller be manipulated to accommodate it?
- How can the above be accomplished within the existing framework that exists at these locations?

The remainder of this chapter will focus on the answers to these three and related questions.

## Platoon Identification

As was indicated earlier, a platoon is nothing more that a group of closely spaced vehicles traveling together along a roadway segment. In 1998, Head et al. described a platoon in terms of detector data as "a flow density above a pre-specified level for some length of time." The two key points in the definition are density and length of time. Density is defined as the number of vehicles in a specified length of roadway. Measurement of actual density along a roadway segment in real-time would require an enormous amount of detection equipment and would be cost prohibitive. Flow density differs from density in that it is calculated as a spot observation using data from a traffic detection device. In addition to the
flow density being above some prescribed threshold, it must exceed this threshold for some period of time for a platoon to exist.

Based on the definition above, it became necessary to develop a platoon detection algorithm that uses standard detection outputs as inputs for the model. Although there are several detection technologies available today, inductive loop detectors are by far the most common. A typical traffic signal controller (see Figure 5) uses the outputs from loop detectors to monitor traffic on the approaches to the intersection.

Loop detectors use an amplifier connected to a loop of wire placed in the roadway. The amplifier sends an electric current through the wire loop resulting in the formation of an electric field in the vicinity of the loop. When a vehicle or any other large metal object enters the magnetic field of the loop, it changes the inductance in the loop circuit. The amplifier observes this change in inductance and therefore knows that a vehicle is present in the location of the loop.


Figure 5 Typical NEMA Solid State Controller [Econolite, 1998]
The amplifier communicates the status of the loop on another circuit to the traffic signal controller. This circuit operates on 24 -volts DC as do all the inputs and outputs to a traffic signal controller. When there are no vehicles present, the amplifier allows the 24 -volt current to pass all the way through to the controlier. Once the amplifier detects a vehicle by
the change in inductance, it shunts the 24 -volt circuit to ground. Therefore, if the controller observes 0 -volts on a channel connected to a loop detector, it knows that there is a vehicle present on the loop, and if it observes 24-volts in the channel, it knows that there are no vehicles present. Figure 6 depicts the two states of a loop detector system. It is important to note that the loop detectors can operate in one of two modes. In presence mode, loop detector amplifier grounds the 24 -volt circuit until the vehicle leaves the magnetic field. Pulse mode consists of the 24 -volt circuit being grounded for approximately 110 milliseconds regardless of how long a vehicle remains in the magnetic field [NEMA, 1992].

Based on the above discussion, it is important to note that the controller operates based on the combination of various binary inputs and the values in the controller's active timing plan. These binary inputs consist of 24 -volt DC circuits, which have a logic state indicated by either 0 or 24 -volts. Many of the advanced detection technologies have the ability to emulate the loop by providing a 24 -volt DC circuit as an available output option. Because of these facts, it is important that the developed control strategy operates with this established standard.


Figure 6 Loop Detector Outputs Based on Vehicle Location

Current controllers used in Indiana and other parts of the United States do not have the ability to detect platoons from binary information obtained from detection devices. The controilers can only distinguish as to whether a vehicle is currently present on a detector. As was mentioned at the beginning of chapter, actuated controllers do not provide different priority for a single call or several calls. Therefore, we need to add some additional logic to the current equipment to allow for the controller to favor the platoon, which is to be serviced. To perform this function, it is necessary to process the binary detector data to identify platoons in the traffic stream.

Loop detectors and other detection devices, which can emulate loop detector outputs, operate by making spot observations at a particular location. It is therefore desired that a platoon, which occupies a length of roadway, be detected by spot observations. If a detector is operated in pulse mode, it is possible to record the arrival of each vehicle as a specified point in time $\left(\mathrm{t}_{\mathrm{i}}\right)$. Once the arrival times of consecutive vehicles are known, the vehicle headways $\left(h_{i}\right)$, which is the time between successive arrivals, can be easily calculated. If this process is repeated for $n$ consecutive vehicles, $n-1$ headway values can be calculated. If these $n-1$ headway values are then averaged, it is possible to estimate the average density for the $n$ vehicles if an average speed for the $n$ vehicles is assumed.

Equation 3-1(a) shows the equation used in basic traffic theory that relates three characteristics found in any traffic flow problem. Equation 3-1(a) can be rearranged to solve for density as shown in Equation 3-1(b).

$$
\begin{array}{ll}
q=\overline{u_{s}} k & \text { Equation 3-1(a) } \\
k=\frac{q}{\overline{u_{s}}} \quad \text { Equation 3-1(b) } \\
q=\text { Vehicle Flow Rate (vehicles/hour) } \\
\overline{u_{s}}=\text { Space Mean Speed (miles/hour) } \\
k=\text { Vehicle Density (vehicles/mile) }
\end{array}
$$

Where

In this case vehicle density is defined as vehicle flow rate divided by the space mean speed of the vehicles within a specified length of roadway. This equation becomes difficult to apply in the practice because of the difficulty in measuring space mean speed.

Space mean speed is the average speed of all vehicles within a specified length of roadway at a single point in time. Because loop detectors and other traffic detection devices make spot observations over a period of time, it becomes necessary to approximate space mean speed by time mean speed as shown in Equation 3-2.
where

$$
\begin{aligned}
& k=\frac{q}{\overline{u_{t}}} \quad \text { Equation 3-2 } \\
& q=\text { Vehicle Flow Rate (vehicles/hour) } \\
& \overline{u_{t}}=\text { Time Mean Speed (miles/hour) } \\
& k=\text { Vehicle Density (vehicles/mile) }
\end{aligned}
$$

This density value in Equation 3-2 can be represented as a measurement of the relative spacing of vehicles along a roadway segment. If a platoon can be defined as n vehicles in a specified length of roadway, it becomes possible to compare this value to that of the calculated average density and therefore determine the existence of a platoon. Flow rate can be defined in terms of average headway as shown in Equation 3-3.
where

$$
\begin{aligned}
& q=\frac{3600}{\bar{h}} \quad \text { Equation } 3-3 \\
& q=\text { Vehicle Flow Rate (vehicles/mile) } \\
& \bar{h}=\text { Average Headway (Seconds/Vehicle) }
\end{aligned}
$$

This relationship can be substituted into Equation 3-2 as shown in Equation 3-4.
where

$$
\begin{aligned}
& d=\frac{3600}{\bar{h} \times \overline{u_{t}}} \quad \text { Equation 3-4 } \\
& d=\text { Average Density (vehicles/mile) } \\
& \bar{h}=\text { Average Headway (seconds/vehicle) } \\
& \overline{u_{t}}=\text { Average Speed (miles/hour) }
\end{aligned}
$$

The time mean speed is assumed fixed. Therefore from Equation 3-4 density is inversely proportional to the average headway of the n vehicles. Therefore, it is possible to use the average headway alone as a measure of the relative spacing of $n$ vehicles. Furthermore when $n$, which is the minimum number of vehicles needed for the existence of a platoon, is
known, the average headway is directly related to the sum of the $n-1$ headway values for the $n$ vehicles considered. This value is referred to as the cumulative headway value (H). Since the cumulative headway value for the $n$ vehicles is equal to the headway between the first and $n^{\text {th }}$ vehicle, a platoon can be defined as the passage of $n$ vehicles past a specific point in a specified period of time, referred to as the critical time ( $T$ ). In other words, a platoon exists if the cumulative headway value for $n$ vehicles is less than the critical time. This decision rule is shown in Figure 7.

While the above definition of a platoon is fairly simple to understand and calculate, it is important to note that there was a major assumption made in the process. This assumption was that an average time mean speed was selected for all the vehicles instead of using space mean speed. The potential impacts of this assumption will be discussed later in this chapter.

If $H=\sum_{i=0}^{n-1} h_{i} \geq T$, then a platoon does not exist.
Where $\quad n=$ the minimum number of vehicles in a platoon
$h_{i}=$ the headway value between vehicle $\mathrm{n}_{\mathrm{i}}$ and $\mathrm{n}_{\mathrm{i}+1}$
$H=$ the cumulative headway value for the n vehicles
$T=$ the critical time for which platoon existence is determined

Figure 7 Decision Rule for the Existence of a Platoon

The establishment of a methodology to identify platoons using spot observed data led to the development of a process that would, perform this task in real-time using real detector outputs. Current NEMA signal controllers do not provide any means of executing this task, therefore, additional equipment would need to be selected. This device would need to be able to process discrete detector outputs to identify platoons and then trigger the control process involved in the accommodation of this platoon at the intersection.

The device that has been selected and developed to be the platoon detector is known as a programmable logic controller (PLC). A PLC, shown in Figure 8, consists of an assembly of solid state digital logic elements designed to make logical decisions and provide outputs based on these decisions. A PLC operates on sequential instructions programmed in relay ladder logic. A PLC can perform logic functions previously executed by a series of
electromechanical relays wired together. However, the PLC offers several advantages over the traditional relay type of control. Some of these advantages include:

- logic configurations which can be easily changed without having to rewire individual elements,
- solid-state reliability,
- lower power consumption, and
- ease of expansion.


Figure 8 Programmable Logic Controller [GE Fanac, 1997]

A PLC consists of three parts. The central processor unit (CPU) contains the microprocessor that controls the logic gate circuits, converter, timers, and other functions. The I/O modules consist of the interface between the PLC and connected equipment. The final part of the PLC is the programming device, which is external to the PLC, and connects to the PLC's serial port. The programming device can be a personal computer or similar device which facilitates the development of the logic programs used by the CPU [Petruzella, 1989]. Figure 9 shows the configuration of a PLC connected to a personal computer for programming.


Figure 9 PLC Connected to a Computer Via the Serial Port [GE Fanac, 1997]

PLC units, which are used extensively in industrial applications, are made by several different manufactures and are designed to operate in a wide range of temperatures and humidity. They are manufactured in a variety of sizes to allow for increased flexibility in development and expansion of control systems.

For this application a Micro Series $90^{\mathrm{TM}}$ PLC manufactured by GE Fanac was selected. This model, shown in Figure 8 and Figure 9, operated on 110 volts AC and consisted of 8 input modules, 6 output modules, and a serial communications port. The I/O modules were rated for 24 -volts DC. The PLC was purchased as part of a toolbox, which included the serial cable, MS-DOS based programming software and all relevant manuals. The cost of the complete package was approximately $\$ 270$.

As was indicated earlier, the PLC has a CPU, which must be programmed before it can operate. A PLC uses relay ladder logic as the language from which operational programs are created. Based on the binary status of the input modules, the PLC executes the programmed sequential instructions including timers, counters, and mathematical functions to control the binary states of the output modules. Ladder logic is broken down into individual lines of instructions referred to as rungs.


Figure 10 Example of a Ladder Logic Program

An example of a ladder logic program is shown in Figure 10. In this example, there are three input contacts and one output contract. This program consists of one rung. Reading ladder logic is much like reading a text document. One progresses through the code by beginning on the top rung and working from left to right. Once the end or right most portion of a rung as been reached, the next rung below is executed beginning on the left. In this example, output contact \%Q1 can be energized (turned on) by one of two ways. The first is when input \%l1 is on and input $\% \mathrm{l} 2$ is turned off. This might seem illogical that $\% \mathrm{l} 2$ must be off for \%Q1 to be on, but \%12 is a normally closed contact. Normally closed contacts default to having their relay closed when not receiving current. Therefore, to energize \%Q1 through $\% 11, \% 12$ must not receive external power though the input module. The second possible way in which output \%Q1 can be energized is through \%l3 being turned on. In this example these three input contacts work together to determine the binary state of output \%Q1. Table 1 shows the state of \%Q1 based on the status of the three input contacts.

The logic for the first version of the platoon detection algorithm only uses one input contact and one output contact. However, the logic consists of several rungs containing timers, counters, mathematical functions, and temporary memory allocations. The full program is presented as Figure $\mathrm{A}-1$ in the appendix. The program is essentially broken down into three parts, which will be discussed individually.

Table 1 States of Output Module based on Status of Input Modules for Example Ladder Logic Program

| $\% 11$ | $\% 12$ | $\% 13$ | $\%$ Q1 |
| :--- | :--- | :--- | :--- |
| On | On | Off | Off |
| Off | Off | Off | Off |
| Off | On | Off | Off |
| On | Off | On | On |
| On | On | On | On |
| On | Off | Off | On |
| Off | Off | On | On |

The first part involves the calculation of the headway values. In this segment of the logic, the PLC, using a normally open input contact, measures the amount of time which elapses between subsequent actuations received from a traffic detection device that emulates the output of a loop detector operating in pulse mode. Recall that the protocol for a loop detector consists of binary logic in which the output current is 24 -volts DC in the absence of any vehicles and 0 -volts when a vehicle has been detected. Headways are calculated using a timer connected to the PLC's input module. This timer accumulates the time when it receives power and resets to zero when power flow stops. Therefore, the headway between any two sequential vehicles is equal to the timer's value immediately prior to its being reset.

The second portion of the program logic involves the decision making step which determines if a platoon exists. This task begins by calculating the cumulative headway value between $n$ vehicles, where $n$ equals the minimum number of vehicles needed to form a platoon. For these $n$ vehicles there are $n-1$ individual headway values, which represent the relative spacing of successive vehicles. Therefore, the cumulative headway value for these $n$ vehicles is equal to the sum of the $n-1$ headway values as indicated by Equation 35. The PLC performs this task using a shift register.

$$
H=\sum_{i=0}^{n-1} h_{i}
$$

Equation 3-5
Where
$n=$ the minimum number of vehicles in a platoon
$h_{i}=$ the headway value between vehicle $n_{i}$ and
$\mathrm{n}_{\mathrm{i}+1}$
$H=$ the cumulative headway value for the $n$
vehicles

The shift register is a specific memory location in which data is temporarily stored and relocated according to a selected pattern [Simpson, 1994]. The type of shift register used by this particular program is known as a first-in-first-out (FIFO) register. Conceptually this FIFO register can be thought of as a sequence of slots for available data. New data is inserted at the bottom of the stack, but before it can enter the stack, the existing values must move or shift upward in the stack to open the bottom slot. The shifting action of the register causes the highest value in the stack to be removed. Figure 11 shows this process for a register with a length of five slots. This is the process by which the PLC stores individual headway values. The cumulative headway is calculated using the PLC's addition function each time a new headway value is added to the register.
(a)

| 248 |  |
| :---: | :---: |
| 593 | $4{ }^{\circ}$ |
| 264 | 5 |
| 375 | $\stackrel{\square}{\circ}$ |
| 871 | 言 |

FIFO Shift
Register with 5 slots
(b)


New data presents itself to the stack
(c)


The existing data shifts up in the stack and the new data is inserted

Figure 11 Example of a FIFO Shift Register in Operation

Once the program logic calculates the cumulative headway value, the third and final stage of the program begins. Using the "less than" logical function of the PLC, a comparison is made between the calculated cumulative headway value and that of a predetermined critical value stored in a different memory location. In this case, if the calculated headway value is less than the critical value, it is determined that a platoon exists. Once the platoon's existence is known, the PLC begins the process of manipulating the traffic signal controller to accommodate the platoon at the intersection. This manipulation process will be discussed in the next section. Figure 12 shows the sequential logic of the entire platoon detection process.


Figure 12 Sequential Logic of Platoon Detection Process

## Platoon Accommodation

The PLC provides for a method by which platoons of vehicles can be identified in a stream of traffic based on spot observations. If the location of these spot observations is up stream from a signalized intersection, the PLC is providing advanced information regarding the future demand at the intersection for the instrumented approach. In situations where the approach has predominate turning movements which are known, such as the through movement of a major highway intersected by a minor road, it becomes logical to manipulate the controller to accommodate the platoon in making this movement.

Accommodating a platoon is nothing more than ensuring that a green signal exists for the predominate movement prior to the platoon's arrival at the intersection. In other words, this
green signal should be displayed no later than the point in time when the vehicles in the platoon would normally begin to slow down if a red or amber signal were displayed. As was indicated at the beginning of this chapter, actuated controlled intersections that are located along high-speed roadways provide information from their local detectors, which allow for a limited planning horizon. Since a platoon occupies a certain length of roadway and its existence cannot be determined until the last vehicle passes the location at which the spot observations are made, existing detector configurations at actuated controllers cannot provide the information to the PLC for platoon detection. Allowance for the necessary time for the controller to transition into the desired state is necessary, so the need of detecting the arriving platoon in advance of its arrival at traditional local detectors is evident.

The accommodation of a platoon involves the identification of the platoon and then predicting the time of its arrival at the intersection. As was discussed in the previous section, the identification of the platoon is based on the assumption that all vehicles in the platoon have a common speed. This assumed speed should therefore be used to predict the time necessary for the platoon to traverse the distance form the location of the spot observations to the intersection. Because of this assumption and other exogenous factors, there is a trade off between the distance from the intersection to the location of the spot observation and the accuracy of the prediction. It is true that the farther the location of the information source is away from the intersection, the longer the potential planning horizon the controller has with which to work to accommodate the platoon. However, the farther the location of the source of information is from the intersection, the greater the chance of the temporal distribution of the vehicles in the platoon to change during the planning horizon. This change or distortion of the temporal distribution can result in platoon dispersion and subsequently nullify the existence of the platoon downstream at the intersection. Therefore, the location of the platoon detector becomes an important parameter in the prediction of a platoon's arrival at an intersection.

Once the platoon detector is configured to make accurate predictions regarding the arrival of platoons at an intersection, the process of manipulating the controller into allowing a green window to open-up for any detected platoon is initiated. There are three methods of manipulating the controller, which were considered for this platoon accommodation strategy. The three methods considered are:

- application of phase holds and force offs to step the controller into the desired phase,
- generating and removing calls on local detector inputs to the controller, and
- low-level preemption.

Each of these methods and their potential use in this application will be discussed. The traditional application of force off and hold inputs for a traffic signal control are for keeping a signal, which is part of a system, in coordination with adjacent signals. Force offs are points in a cycle in which specific phases must be terminated regardless of the traffic demand for that phase. Holds do not have a defined location within a cycle, however they too are used to keep adjacent signals in coordination. Holds are sometimes used to sync the base reference point for a cycle when transitions occur in coordinated timing plans. For accommodating platoons, the hold input would be used in cases where the current phase needed to be extended to ensure the platoon receives the green signal. The force off inputs would be used to terminate conflicting phases in order to cycle the controller into the desired phase for accommodating the platoon at the desired time.

The second possible method of manipulating the controller involves the generation and removal of calls on the detector inputs. The idea behind this concept is that when a platoon is detected the controller can be coerced into a particular phase through a combination of generating detector calls on the platoon's approach and removing calls for conflicting phases. In this method the controller runs in actuated mode without the knowledge that local detectors are detecting imaginary vehicles and actual vehicles are being ignored in order for a phase to become green before the platoon arrives at the local detectors. The final method is that of preemption. Traditionally, this involves the preemption of the normal cycling of traffic signals for one of the following reasons [Gordon et al., 1996]:

- right-of-way is given to phase(s) not conflicting with movements over the track when a signalized intersection is adjacent to a rail crossing,
- right-of-way assignment to emergency vehicles, such as fire trucks and ambulances, and
- right-of-way provision to transit vehicles, usually buses.

While the application and transition procedure situations in which preemption is used may differ, the purpose remains the same. Preemption involves the specification of which phase
or phases are allowed to be services during some specified period of time. The preemption period begins based on the change in state of a binary input of the controller. The triggering mechanism for this input is usually associated with the activation of the crossing gates for a railroad preemptor or with the detection of an optical or radio signal transmitted from the vehicle in the case of emergency and vehicle transit preemption.

A hierarchy or priority level is usually established for a preemption strategy in locations where multiple types of preemption are enabled. This hierarchy allows the controller to determine the desired coarse of action in cases where multiple preemption calls are received. Typically railroad preemption is given the highest priority because of the necessity of clearing potentially trapped vehicles from the path of an oncoming train. Railroad preemptors are followed in level of priority by emergency vehicles and finally transit vehicles. Emergency vehicle preemption is usually limited to fire fighting equipment because of its lack of maneuverability at congested intersections, however, ambulances are sometimes provided with the equipment to facilitate preemption. Bus preemption is at the lowest level of the hierarchy, since unlike the other two, it does not greatly impact the safety of drivers at the intersection or persons for whom emergency services were dispatched, but rather improves the movement of a particular transportation mode.

In addition to determining which preemption call is serviced in the case of multiple calls, priority has an impact on the aggressiveness of the actions taken by the controller to reach the desired state. In the case of railroad preemption, the preemptor quickly begins its track clearance phase by terminating any conflicting movements regardless of their location in the timing sequence. Once the track clearance interval is completed, the controller begins somewhat normal operation for the specified hold phases. The hold interval remains in effect until the train has cleared the crossing or a maximum time has been reached. Emergency vehicle preemption is also executed in a fairly aggressive manner, however, unlike railroad preemption it only consists of a hold interval for a specific phase or set of phases. The overall time of an emergency vehicle preemption sequence is usually much less than that of railroad preemption. The lowest level of preemption is that of bus preemption. The capabilities of this type of preemptor are limited in comparison to the previous two. However, it does provide a mechanism for which a specified phase or complementing phases can be serviced during a particular time interval.

Of the three methods considered for manipulating the controller, it was determined that preemption would be used. This selection was based on the fact that this feature has been built into many of today's deployed controllers and it operates based on the manipulation of only one input pin to the controller. The other two options having been selected would have resulted in the need to develop a more complex platoon accommodation algorithm, which would have involved the manipulation of several of the controller's input pins. Additionally, the use of preemption was considered the safest alternative. This was especially true when compared to the first method proposed. The use of the hold and force off inputs to the controller, has the risk of becoming locked in an undesirable state such as an infinite hold on a particular phase.

It was determined that bus preemption would be the type of preemption used. This selection was based on the fact that the platoon accommodation algorithm was to manipulate the controller in the least intrusive manner possible. Due to the fact that bus preemption was the selected method for manipulating the controller, it is necessary to understand its operation. At this point it becomes important to note that bus preemption is somewhat of a proprietary issue for each of the different manufactured brands of traffic signal controllers available on the market. However, the difference between manufacturer's products is likely to be small. This research made use of the Advanced System Controller ASC/2-2100, Firmware Version 1.56, manufactured by Econolite Control Products, Inc. of Anaheim, California. Therefore, the operation of bus preemption discussed below is based on this particular model.

The configuration of bus preemption involves setting the values to parameters contained in a preemptor menu. The key parameters identified for this research included: minimum hold time, maximum time, reservice time, delay time, inhibit time, detector lock, and hold phase(s). These parameters and their interactions will be discussed in Table 2.

Table 2 Low Level Bus Preemption Parameters [Econolite, 1996].

| Parameter | Description |
| :--- | :--- |
| Hold Phase | Identifies which compatible phase of phases (up to two) <br> are to be serviced when a preemption call is received. |
| Delay Time | Fixed period of time which elapses between the initial <br> receipt of a preemptor call and initiation of preemption. |
| Inhibit Time | Final portion of delay time in which phases not part of the <br> preemption hold phase(s) are prevented form being <br> seviced next. |
| Minimum Hold <br> Time | Fixed amount of time in which the specified preemption <br> phases must be held regardless of the current status of <br> the preemption input. |
| Maximum Hold <br> Time | Time in which premption is terminated regardless of the <br> presence of a call. |
| Reservice Time | Minimum period of time that is allowed to elapse between <br> successive preemption sequences. The controller is <br> automatically required when coming out of a preemption <br> sequence to service any phase which has an active call <br> before it can accept a new preemptor call regardless of the <br> reservice time. Therefore, the reservice time consists of <br> the time required to perform this function as well as any <br> additional desired time before the preemptor can be <br> reserviced. |
| Detector Lock | When activated requires that a called preemption <br> sequence occurs even if the call is dropped during the <br> delay time. |

There are two periods in the preemption sequence, which necessitate further explanation. These two periods are at the point in which the preemptor becomes active and the point in which normal service is continued.

Once a preemption call is received the process of transitioning to the selected hold phase(s) begins when the delay time expires. (If the delay time is set to zero, this transition begins immediately.) Before the transition beings the controller can be thought of as being in one of two states. It is either in the desired phase or it is not. If the controller is in the desired phase, no transition is made and the minimum hold time is initiated. In the event that the controller is not in the desired phase, it becomes necessary to terminate the current phase and possibly skip subsequent phases to enable the desired phase. The responsiveness of the controller in making this necessary transition is limited. The limitation is that in order for an active phase to be terminated, it must have been active for the duration of the minimum green interval for that phase. In the case where a particular conflicting phase becomes active immediately prior to a preemptor becoming active, the entire minimum green time
must be allowed to elapse. If the minimum green time is long, the process of beginning the transition of the preempted phase becomes delayed. To prevent this sluggish performance, an inhibit timer is used. As was indicated in Table 3-2, inhibit time is the final portion of the delay time in which conflicting phases are not allowed to begin service. If the inhibit time is greater than or equal to the longest minimum green time for all the phases normally serviced, the longest possible transition time is equal to the longest clearance interval for all the conflicting phases.

When the preemption sequence terminates the controller resumes normal operation in the phase that was held by the preemptor. Depending on the state of the controller when the preemptor became active, normal operation begins in one two places in the timing sequence of this phase. If the preempted phase was active at the beginning of the preemption hold (end of delay time), and the minimum green time has elapsed, the controller begins at the end of the minimum green interval. In all other cases, the controller begins timing the phase at the beginning of the minimum green interval.


Figure 13 Example of Preemption Impact on 8- Phase Timing Plan

Figure 13 shows an example of preemption used in the context of accommodating platoons for a particular phase. This example illustrates a standard 8-phase timing plan in which a platoon is detected on the approach tied to phase 2. The top plan shows what would
happen without preemption. It can be observed that for this case the platoon arrives at the intersection during a time in which another phase is being serviced and therefore would be required to stop. The bottom plan illustrates the effects of preemption when configured properly. It can be seen that the initiation of the preemption sequence resulted in both shortening phases 4 and 8 and not servicing phases 1 and 5. Note that the preempted phase becomes active before the platoon's arrival. This serves to clear any vehicles, which may be in the queue, and to prevent the platoon from slowing down as it nears the intersection because of a red indication.

The previous section discussed the use of a PLC to implement this platoon accommodation algorithm. The third portion of the sequential ladder logic programmed into the PLC involves the manipulation of the traffic signal controller. The fact that preemption is activated by a single binary input makes the interface between the PLC and the controller very simple. In the particular model of controller used in this research, the bus preemptors are activated by grounding one of the 24 -volt preemptor input pins at a rate of 1 hertz per second [Econolite, 1996]. The PLC performs this task through the use of interval timers connected to the output module. The program logic is shown in Figure A-1 of the Appendix.

## System Architecture

The first two questions posed at the beginning of this chapter have been addressed. A strategy based on the use of a programmable logic controller has been developed to identify platoons of vehicles in a traffic stream. Once a platoon has been identified, the same PLC manipulates the controller into a specified phase(s). With the individual elements of the strategy having been developed, it is necessary to establish the framework in which this system will operate. This will answer the third and final question posed.

Figure 14 and Figure 15 depicts two possible functional block diagrams for the system. Figure 14 has the PLC located in the traffic signal control cabinet where the other traffic control decisions are determined and implemented. This central processing approach requires that all data from the remote upstream traffic detector is sent through the communications system back to the PLC. Figure 15 consists of a distributed processing approach in which the PLC, which makes the decision as to whether a platoon exists, is located at the remote site with the traffic detection device. While both approaches have the
potential to provide the same results, they each have their own positive and negative aspects.


Figure 14 Functional Block Diagram for Central Processing Approach


Figure 15 Functional Block Diagram for Distributed Processing Approach

The centralized approach has several positive advantages. First is that there is ample available power to run the unit since both 110 -volts AC and 24 -volts-DC are provided for the existing equipment located in the cabinet. Most existing cabinets have the necessary space in which to house the PLC. Additionally, the particular model of PLC used for this project has more input and output modules than are being used by the first generation platoon accommodation algorithm proposed. Therefore, the PLC has the ability of allowing the system to expand to incorporate platoon identification on multiple approaches to the intersection and the ability to implement more sophisticated algorithms (strategies which monitor the controller's status, etc) without any additional PLC devices. Furthermore, having most of the intelligence of the system in the cabinet makes installation and maintenance activities easier because cabinets are typically located well off of the roadway where personnel have the space necessary to safely perform their work. The primary disadvantage of the centralized approach is that extensive amounts of vehicle arrival data are sent through the communications system from the remote site to the signal cabinet in which the PLC resides. This extensive use of the communications system may greatly increase the power requirements of the remote site. This may become a critical issue if the remote site is to run on an alternative power source such as solar power.

The distributed processing approach has one primary benefit over that of a centralized approach. The distributed approach has the PLC located in the field with the traffic detection device. In this configuration, the PLC processes all of the detector outputs at the remote site and only makes use of the communications network when a platoon has been
detected. This process greatly reduces the amount of information communicated through the system thereby reducing the communications power requirements at the remote site. It should be noted that the power required by the PLC is much less than that normally used in communications equipment such as radio transmitters. Therefore, the incorporation of the PLC with the equipment already located at the remote site does not necessitate the need for more power, but rather reduces the overall power demand at the remote site due to the significant reduction in communications requirements.

Chapter 5 will discuss the recommended architecture based on the cost and power consumption of all the various devices.

## Equipment

The above discussion has outlined two approaches possible in which the strategy may be implemented. The four critical elements of both approaches that have been identified are:

- programmable logic controller (PLC),
- traffic detection device,
- communications link between the remote field site and the traffic signal controller, and
- power supply for the remote field site.

The first component has been previously discussed, so the focus of this section will be on the remaining three. There are several different available technologies and methods that can perform these functions.

The advancements made in the Intelligent Transportation System (ITS) initiative over the past few years has had a significant impact on the vehicle detection segment of the traffic control industry. There are several types of detection technologies that exist in today's market. Table 3 lists the most common types and provides a brief description of how each functions.

INDOT has had experience with most of these technologies in the past. Phase I of the Borman Expressway Advanced Traffic Management System (ATMS) involved the functional testing and evaluation of different traffic detection devices. Because of the substantial effort made by INDOT in the process of conducting these tests, it was important to include their
findings as part of the information used to select a detector for the platoon accommodation strategy. In conversations with personnel from INDOT and Iron Mountain Systems, INDOT's system integration contractor for Phase II of the Borman ATMS project, it was recommended that two detector technologies be considered. The technologies were inductive loop detectors and sidefire radar [Boyd and Anderson, 1998]. Both of these detector technologies can reliably provide vehicle presence data needed for platoon detection. However, both technologies have different advantages and disadvantages.

Table 3 Current Available Detection Technologies [MinDOT and SRF Consultants, 1997].
\(\left.$$
\begin{array}{|l|l|}\hline \text { Technology } & \text { Description } \\
\hline \text { Passive Infrared } & \begin{array}{l}\text { Passive infrared devices detect the presence of vehicles by comparing the } \\
\text { infrared energy naturally emanating from the road surface with the change in } \\
\text { energy caused by the presence of a vehicle. Since the roadway may } \\
\text { generate either more or less radiation that a vehicle depending on the } \\
\text { season, the contrast in heat energy is what is detected. }\end{array} \\
\hline \text { Active Infrared } & \begin{array}{l}\text { Active infrared devices detect the presence of vehicles by emitting a low- } \\
\text { energy laser beam(s) at the road surface and measuring the time for the } \\
\text { reflected signal to retum to the device. The presence of a vehicle is } \\
\text { measured by the corresponding reduction in time for the signal return. }\end{array} \\
\hline \text { Magnetic - Passive and Active } & \begin{array}{l}\text { Passive magnetic devices measure the change in the earth's magnetic flux } \\
\text { created when a vehicle passes through a detection zone. Active magnetic } \\
\text { devices, such as inductive loops, apply a small electric current to a coil of }\end{array} \\
\text { wires and detect the change in inductance caused by the passage of a } \\
\text { vehicle. } & \begin{array}{l}\text { Doppler microwave devices transmit low-energy microwave radiation at a } \\
\text { target area on the pavement and then analyze the signal reflected back to the } \\
\text { detector. According to the Doppler principle, the motion of a vehicle in the } \\
\text { detection zone causes a shift in the frequency of the reflected signal. This } \\
\text { can be used to detect moving vehicles and to determine their speed. Radar }\end{array}
$$ <br>
Passive Millimeter <br>

devices use a pulsed, frequency-modulated or phase-modulated signal to\end{array}\right\}\)| Vetermine the time delay of the return signal, thereby calculating the distance |
| :--- |
| do the detected vehicle. Radar devices have the additional ability to sense the |
| to and |
| presence of stationary vehicles and to sense multiple zones through their |
| range finding ability. A third type of microwave detector, passive millimeter, |
| operates at a shorter wavelength than other microwave devices. It detects |
| the electromagnetic energy in the millimeter radiation frequencies from all |
| objects in the target area. |

As was discussed in Chapter 2, inductive loops are not a new technology in traffic control operations. They provide a reliable and relatively low cost form of traffic detection.

Depending on the type of detector arrangement used vehicle volume, presence and speeds can be observed. The major drawback to using loop detectors is that they require lane closures to install. This can have a significant negative impact in locations where high volumes of traffic are present. The cost of a typical loop installation is approximately $\$ 500$ per loop [Shamo, 1998].

Sidefire radar is a non-intrusive form of detection in that it does not require any disruption to traffic flow during installation. Unlike many non-intrusive forms of detection, the sidefire radar does not have to be located overhead of the lanes or pointed at oncoming traffic. The sidefire radar unit can be located along the side of the roadway perpendicular to traffic and still detect multiple lanes [MinDOT and SRF Consultants, 1997]. The sidefire unit recommended, which will be discussed in Chapter 5, has the ability to emulate loop detector outputs and therefore can provide vehicle presence, volumes and speeds if multiple detection zones are configured. An additional benefit of sidefire radar is that it can be moved from once location to another. Loop detectors do not provide this flexibility. The major drawback of sidefire radar is its excessive cost. The base price for one unit is $\$ 3,300$ [MinDOT and SRF Consultants, 1997].

The communications element of the system also has several technologies to provide the desired functionality. The three technologies considered were that of hardwire, spreadspectrum radio, and low-power FM radio. For the relatively small amounts of data, which needed to be communicated in this system, the available bandwidth of all these technologies exceed the expected amount needed. Therefore, bandwidth was not a factor in the selection of a particular technology. The primary factors that were considered were that of cost and amount of integration required to interface with the other components of the system.

A hardwire connection would provide for a direct physical connection between the remote detection site and the traffic signal control cabinet. While this type of medium is arguably the most reliable of the three options, it has a substantial cost associated with the installation. In discussions with INDOT's Traffic Design Section, it was estimated that the cost to install a conduit containing the necessary wire would be $\$ 10.60$ per linear foot. Assuming that the remote detector is at least 0.5 miles ( 2640 feet) away from the
intersection, the cost of this option would be approximately $\$ 28,000$. As the distance increases between the remote site and the intersection, this cost continues to grow. The other two types of communications technologies considered are wireless. The reliability of the two methods when properly configured is similar. However, the FM radio, which will be described in Chapter 5, has some distinct advantages. It costs approximately \$200 less than the spread spectrum radio and has normally open and normally closed contacts as inputs and outputs. These are the states provided from a loop detector and detectors that emulate the output of loop detectors as well as the type of input required by the PLC.

The final piece of equipment to be discussed is that of a remote power supply. There are several methods that can be used for providing power to electronic devices. The most obvious is that of energy obtained from a utility company. When this option is available, it is usually the most economic alternative. However, when utility power lines are not available other forms of power must be considered. Of all the various methods of generating power available, solar power has been the method used most often in transportation related systems, such as motorist call boxes. Therefore, the two types of power supplies considered in Chapter 5 are that of solar and electricity provided by a public utility company.

Chapter 5 will discuss the recommended equipment for field deployment along with their associated costs.

## CHAPTER 4 WORK PLAN

The previous chapter described a strategy for accommodating platoons at isolated intersections. This was a new concept for which performance characteristics were unknown. In order to begin to gain an understanding of how this strategy performed, it was decided to use a microscopic computer simulation as a tool from which an evaluation could be conducted.

The Traffic Software Integrated System (TSIS) package developed by Kaman Sciences Corporation for the Federal Highway Administration was the selected simulation software for conducting the simulations. This package consisted of both the CORSIM microscopic traffic simulation application and the CORSIM output processor, TRAFVU. TSIS is a Windows ${ }^{\text {® }}$ based program which runs on a standard personal computer [Kaman, 1997A]. In addition to TSIS, the Interactive Traffic Network Data Editior (ITRAF) was used for creating the data files that serve as inputs to CORSIM. The decision to use simulation over that of a field experiment was due to several reasons. These were as follows [Kaman, 1997B]: simulation was a more economical approach than a field experiment, data generated by simulation, including measures of effectiveness criteria would be difficult to obtain in field experiments, simulation would not disrupt actual live traffic, wide variations in traffic conditions, which may seldom or never occur in the field, can be evaluated, and many variables of the traffic control problem can be held constant.

At the core of the TSIS package is the use of the TRAFfic (TRAF) system, which is an integrated set of simulation models that represent the traffic environment. TRAF was developed by the Federal Highway Administration (FHWA) in the 1970's. The motivation for its development was because of the need for a user friendly simulation package that was capable of representing traffic flow in a large urban area which contained freeway and surface street networks [Kaman, 1997B].

The CORSIM simulation model consists of both the FREESIM and NETSIM models developed as a part of TRAF. It is a microscopic simulation model capable of simulating very detailed strategies. In microsimulation, the models represent movements of individual vehilces influenced by driver behavior [Kaman, 1997B].

The files used for the inputs to the CORSIM simulator are .trf files. As was indicated earlier, these files can be created using the ITRAF editor. ITRAF uses a graphical user interface to create or modify the individual records contained in each .trf file. These records contain information on the following model inputs [Kaman, 1997B]:

- geometric data (node locations, link locations, number of lanes, length of turn lanes, number of lanes, lane widths, etc.),
- traffic control data (control type, control settings, etc.),
- vehicle data (volumes, turning percentages, percent trucks, etc.), and
- run controls (simulation intervals, random number seeds, etc.)
- Figure 16 shows the ITRAF editor dialog box for entering geometric data for a link.

In 1997, Bullock and Catarella introduced a real-time simulation environment for evaluating traffic signal systems. This environment consisted of an enhancement made to the CORSIM package described above which allows for physical control equipment to be connected to CORSIM. This type of simulation is refered to as hardware-in-the-loop simulation.


Figure 16 ITRAF User Interface for Link Characteristics

The connection between CORSIM and the control hardware is achieved through the use of the Controller Interface Device (CID) shown in Figure 17. The CID allows CORSIM to conduct the microscopic simulation (movement of individual vehicles) and tabulation of measures of effectivness (MOE) data, but CORSIM does not use its internal control algorithms. CORSIM uses the CID to send detector information to the controller and to read back phase indications. Current CID devices are made to interface with hardware conforming to the NEMA TS1 specifications for detector inputs and phase outputs. The CID type of CORSIM control was not found to be statistically different than than of internal control when identical timing plans were evaluated [Bullock and Catrella, 1997]. The advantage of hardware-in-the-loop simulation is that actual field equipment, which has more features than CORSIM's internal control algorithm, can be used in making control decisions in the simulation.


Figure 17 Controller Interface Device Connected to NEMA TS1 Compliant Controller [Bullock and Catarella, 1997]

The platoon accommodation algorithm descripted in Chapter 3 was developed based on the use of a programable logic controller (PLC). The use of this device was necessary to supplement the logic contained in the typical actuated controller. Consequentially, in order to conduct an evaluation of this strategy, it became necessary to use hardware-in-the-loop simulation. The reasons for this are that the internal control algorithms of CORSIM do not have preeption features and the current version of CORSIM does not have the ability to emulate the PLC functionality. Therefore, a simulation environment using the CORSIM computer, CID, PLC, and a NEMA TS1 complient traffic signal cabinet was constructed. This environment is shown in Figure 18.

Once the simulation environment was established, it became necessary to define a test case for which the new strategy could be evaluated. It was desired that an isolated intersection would be selected near the Purdue University campus in West Lafayette, Indiana. This intersection was to be controlled by an actuated controller and have a significant amount of platooning behavior for traffic on at least one approach to the intersection.


Figure 18 Simulation Environment Configuration


Figure 19 Map Showing Study Intersection Location [Adapted from Microsoft ${ }^{8}$ Automap, 1997]


Figure 20 Arial Photo of Lafayette Area [Micrracin: 1998]


Figure 21 Arial Photo of Study Intersection [Microsoft, 1998]

The selected intersection is shown in Figure 19, Figure 20, and Figure 21. It is located at the intersection of C.R. 350 South and U.S. 52 in Tippecanoe County south of Lafayette. This intersection was controlled by an actuated controller with detection on all aproaches. Platoons of traffic were observed to exist on the southbound aprrnal., of the intersection. These platoons were generated by an active railroc:- vossing 0.6 miles to the north.

This rail line operated by Norfolk and Southern served the Suburu-Isusu Assembly plant located northeast of the intersection. During some times of the day trains would occupy the crossing for several minutes resulting in the formation of large platoons of southbound vehicles north of the crossing. Once the train traversed the track, these platoons would be released creating a significant peak in this approach's demand for green time at the intersection. It was felt this situation would be a suitable test case because of the random occurrences of large platoons.

## Data Collection

Before simulation was initiated, relevant data was collected to serve as input into the CORSIM simulator. Geometric data was collected through field measurements. This information included: lane widths, turn bay lengths, and detector locations. Figure 22 shows
this information. Timing data for this signal was provided from the Indiana Department of Transportation's Crawfordsville District. Table 4 shows the important controller timing parameters for the ring structure shown in Figure 22. Dave Cochran of Purdue University's School of Civil Engineering collected traffic volume data. Mr. Cochran provided counts for all four approaches aggregated into 1-minute intervals. This data spanned the course of 1 week. In addition to the volume data collected, turning movement data was collected for all approaches during a series of 15 -minute intervals during the week in which volume data was collected.


Figure 22 Study Intersection Layout and Phasing

Table 4 Study Intersection Timing and Control Settings [INDOT, 1998]

| Phase | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Minimum Green | 6 | 15 | 0 | 8 | 6 | 15 | 0 | 8 |
| Vehicle Extension | 1.5 | 5.0 | 0 | 2.0 | 1.5 | 5.0 | 0 | 2.0 |
| Yellow | 3.5 | 4.5 | 0 | 3.5 | 3.5 | 4.5 | 0 | 3.5 |
| All Red | 1.5 | 2.0 | 0 | 1.5 | 1.5 | 2.0 | 0 | 1.5 |
| Maximum Green | 25 | 50 | 0 | 35 | 25 | 50 | 0 | 35 |
| Seconds Per Actuation | 0 | 1.5 | 0 | 0 | 0 | 1.5 | 0 | 0 |
| Time Before Reduction | 0 | 23 | 0 | 0 | 0 | 23 | 0 | 0 |
| Time to Reduce | 0 | 20 | 0 | 0 | 0 | 20 | 0 | 0 |
| Minimum Gap | 0 | 3.5 | 0 | 0 | 0 | 3.5 | 0 | 0 |
| Maximum Initial | 0 | 35 | 0 | 0 | 0 | 35 | 0 | 0 |
| Locking Memory |  | $X$ |  |  |  | $X$ |  |  |
| Soft Recall |  | $X$ |  |  |  | $X$ |  |  |

Table 5 Volume Data For Study Intersection

| Interval Time | Southbound US 52 |  | Northbound US 52 |  | Eastbound CR 350S |  | Westbound CR 350S |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Minute Volume | $\begin{aligned} & \text { Equivalent } \\ & \text { VPH } \end{aligned}$ | Minute Volume | $\begin{aligned} & \text { Equivalent } \\ & \text { VPH } \end{aligned}$ | Minute Volume | Equivalent VPH | Minute Volume | $\begin{aligned} & \text { Equivalent } \\ & \text { VPH } \end{aligned}$ |
| 16:00 | 0 | 10 | 4 | 240 | 8 | 480 | 3 | 180 |
| 16:01 | 0 | 0 | 6 | 360 | 7 | 420 | 3 | 180 |
| 16:02 | 0 | 0 | 9 | 540 | 7 | 420 | 7 | 420 |
| 16:03 | 0 | 0 | 6 | 360 | 6 | 360 | 5 | 300 |
| 16:04 | 1 | 60 | 5 | 300 | 8 | 480 | 15 | 900 |
| 16:05 | 0 | 0 | 1 | 60 | 6 | 360 | 13 | 780 |
| 16:06 | 0 | 0 | 15 | 900 | 6 | 360 | 7 | 420 |
| 16:07 | 0 | 0 | 8 | 480 | 10 | 600 | 3 | 180 |
| 16:08 | 0 | 0 | 7 | 420 | 7 | 420 | 7 | 420 |
| 16:09 | 57 | 3420 | 11 | 650 | 10 | 600 | 10 | 600 |
| 16:10 | 33 | 1980 | 8 | 480 | 13 | 780 | 4 | 240 |
| 16:11 | 28 | 1680 | 9 | 540 | 15 | 900 | 7 | 420 |
| 16:12 | 9 | 540 | 3 | 180 | 6 | 360 | 5 | 360 |
| 16:13 | 13 | 780 | 2 | 120 | 9 | 540 | 8 | 480 |
| 16:14 | 4 | 240 | 7 | 420 | 6 | 360 | 4 | 240 |
| 16:15 | 15 | 900 | 9 | 540 | 9 | 540 | 10 | 600 |
| 16:16 | 7 | 420 | 4 | 240 | 11 | 660 | 3 | 180 |
| 16:17 | 9 | 540 | 8 | 480 | 9 | 540 | 2 | 120 |
| 16:18 | 14 | 840 | 6 | 360 | 8 | 480 | 5 | 300 |
| 16:19 | 17 | 1020 | 4 | 240 | 8 | 480 | 2 | 120 |
| 16:20 | 7 | 420 | 6 | 360 | 7 | 420 | 8 | 480 |
| 16:21 | 11 | 660 | 3 | 180 | 10 | 600 | 10 | 600 |
| 16:22 | 6 | 360 | 4 | 240 | 4 | 240 | 3 | 180 |
| 16:23 | 6 | 360 | 3 | 180 | 6 | 360 | 5 | 300 |
| 16:24 | 3 | 180 | 4 | 240 | 3 | 180 | 6 | 360 |
| 16:25 | 1 | 60 | 3 | 180 | 6 | 360 | 4 | 240 |
| 16:26 | 0 | 0 | 6 | 360 | 3 | 180 | 7 | 420 |
| 16:27 | 0 | 0 | 6 | 360 | 4 | 240 | 8 | 480 |
| 16:28 | 1 | 60 | 4 | 240 | 3 | 180 | 3 | 180 |
| 16:29 | 0 | 0 | 9 | 540 | 4 | 240 | 7 | 420 |
| 16:30 | 0 | 0 | 6 | 360 | 0 | 0 | 11 | 660 |
| 16:31 | 41 | 2460 | 3 | 180 | 1 | 60 | 1 | 60 |
| 16:32 | 22 | 1320 | 7 | 420 | 10 | 600 | 1 | 60 |
| 16:33 | 0 | 0 | 9 | 540 | 4 | 240 | 2 | 120 |
| 16:34 | 0 | 0 | 6 | 360 | 7 | 420 | 5 | 300 |
| 16:35 | 3 | 180 | 8 | 480 | 6 | 360 | 1 | 60 |
| 16:36 | 2 | 120 | 3 | 180 | 4 | 240 | 5 | 300 |
| 16:37 | 2 | 120 | 7 | 420 | 2 | 120 | 15 | 900 |
| 16:38 | 39 | 2340 | 1 | 60 | 4 | 240 | 3 | 180 |
| 16:39 | 5 | 300 | 6 | 360 | 4 | 240 | 7 | 420 |
| 16:40 | 7 | 420 | 5 | 300 | 10 | 600 | 7 | 420 |
| 16:41 | 14 | 840 | 4 | 240 | 4 | 240 | 8 | 480 |
| 16:42 | 3 | 180 | 9 | 540 | 8 | 480 | 6 | 360 |
| 16:43 | 10 | 600 | 5 | 300 | 6 | 360 | 3 | 180 |
| 16:44 | 10 | 600 | 4 | 240 | 2 | 120 | 5 | 300 |

Flow Profile for Southbound Traffic Simulation Period 3


Figure 23 Flow Profile for US 52 East on April 8, 1998 from 16:00 to 16:15 PM

Flow Profile for Southbond Traffic Simulation Period 4


Figure 24 Flow Profile for US 52 East on April 8, 1998 from 16:25 to 16:39 PM

Once the volume data was processed, two time periods were initially selected and denoted as Periods 1 and Period 2. For reasons, which will be explained later, these 30-minute intervals were later reduced to 15 -minute periods referred to as Period 3 and Period 4. The volume data for these periods are shown in Table 5. Period 3 consisted of the time interval from 16:00 to 16:15. This first 15-minute period consisted of a period of time in which one train occupied the crossing for approximately 9 minutes. The shaded areas in Table 5 indicates the time of the trains' presence. The second 15-minute period of volume data,

Period 4, was from 16:25 to 16:40. Period 4 included the passage of two trains, which occupied the crossing for approximately 6 minutes and 5 minutes, respectively. These two time intervals provided for two unique traffic flow profiles in which platooning behavior could be easily seen. Figure 23 and Figure 24 show the southbound traffic upstream from the intersection during Periods 3 and 4, respectively. Table 6 shows turning movement data collected the same afternoon as that of the two selected periods.

Table 6 Turning Movement Data

| Approach | Left | Through | Right |
| :--- | :--- | :--- | :--- |
| Northbound | $10 \%$ | $86 \%$ | $4 \%$ |
| Southbound | $12 \%$ | $70 \%$ | $18 \%$ |
| Eastbound | $18 \%$ | $54 \%$ | $28 \%$ |
| Westbound | $26 \%$ | $69 \%$ | $5 \%$ |

## Simulation Procedure

The data collection effort discussed in the previous section, allowed for the simulation experiments to be conducted. Due to the type of simulation environment being used for this evaluation, input data was needed for the following components:

- CORSIM (traffic and geometric data),
- Traffic Signal Controller (supplied timing plan plus supplemental bus preemptor plan), and
- Programmable Logic Controller (platoon detection setting which consists of a specified number of vehicles arrivals in a specified amount of time).

The input data for the simulations were broken into two groups. These groups are fixed data, which was held constant for all simulation runs, and variable data, which was allowed to vary. Table 7 shows the data parameters from both groups and a description of each.

Table 7 Data Input Parameters for Simulations

| Fixed Inputs |  |
| :---: | :---: |
| Parameter | Description |
| Geometric | Information relative to roadway dimensions and detector placements |
| Controller Timing Data for Normal Control | Information pertaining to the control parameters by the traffic signal when operated under normal operation (minimum times, maximum times, clearance times, vehicle extension times, etc.) |
| Turning Percentages | Percentage of vehicles making left, through, and right movements from a particular approach |
| Vehicle Classifications | Vehicle classifications consisted of $98 \%$ passenger cars and $2 \%$ trucks |
| Main Street (US 52) Volumes | Volume of northbound and southbound traffic |
| CORSIM Random Number Seed Sets | CORSIM uses three random numbers to control the following: <br> Emission headways <br> Generated traffic <br> driver responses to traffic choices [Kaman, 1997B]. |
| Variable Inputs |  |
| Parameter | Description |
| Minor Street (C.R. 350) Volume | Volume on eastbound and westbound approaches defined as a certain percentage of the collected volume |
| Bus Preemption Settings | Parameters discussed in Table 2 including: maximum time, minimum time, reservice time, delay time, and inhibit time. |
| Programmable Logic Controller Settings | The PLC determines platoon existence based on: Minimum number of vehicles in a platoon Maximum headway between the first and last vehicles in the specified minimum platoon size |
| Platoon Detector Location | Distance upstream from the stop bar in which the traffic detection device used for platoon identification is located |

The fixed inputs discussed in Table 7 were entered once and remained constant throughout all the simulation periods. The last parameter in the fixed input portion of the table consisted of 20 sets of random number seeds. The values for these random number seeds are shown in Table B-1 of Appendix B. For this evaluation, every simulation trial consisted of 20 runs using each group of random number seeds once.

To expedite the task of creating .trf input files and processing CORSIM output files, a set of macros were developed for Microsoft ${ }^{\circledR}$ Word and Excel. The preprocessor operated in Word and essentially took an established .trf file, referred to as the base file, and created 20 .trf files each containing a different set of the random number seeds shown in Appendix $B$. The preprocessor also created a script file that CORSIM used to process multiple .tff files sequentially without operator intervention. The postprocessor consisted of two parts. The
first part was a Word macro that extracted various MOE performance indicators from each of the individual output files for the 20 runs and saved these selected results as .txt files. This was followed by the second part consisting of an Excel macro, which tabulated all of the extracted data contained in the .txt files from part one and generated a summary page as shown in Appendix C. Figure 25 shows the file management strategy used in this research.


Figure 25 File Management Strategy

As can be seen above, Table 7 consists of several variable inputs which impact the performance of the intersection. A detailed sensitivity analysis of each of these parameters would involve a great deal of effort beyond that of this research. However, in order to begin to gain an understanding of what the potential impact platoon accommodation can have on intersection performance several different combinations were evaluated.

Table 8 shows the combinations evaluated in this project. The configurations designated E 100 and E-50 represent the baseline conditions for $100 \%$ and $50 \%$ of the collected volume along C.R. 350 South, respectively. In all cases tested, the volume along U.S. 52 was $100 \%$ of that which was collected and only CR 350 volumes were allowed to deviate from $100 \%$. The reason for evaluating the cases in which $50 \%$ of the collected side street volume existed was that it was felt that there was not enough discrepancy between the volume for
the major road (U.S. 52) and the minor road (C.R. 350). For all cases, the platoon detector was located on the southbound approach and the through movements for the southbound and northbound movements were tied to the preemption sequence. There were initially many runs that were processed, but they are not shown in Table 8. These runs were a series of trial and error procedures used to gain a preliminary understanding of the simulation environment and to serve as a functionality test for the equipment, simulator, preprocessor and postprocessors.

Two key elements came out of this process. The first was that 30 -minute simulations containing the level of railroad activity discussed earlier tended to mask the impact of the platoon accommodation strategy. Once this period was shortened to 15-minutes, the effects of the platoon accommodation could be observed. The decision of using 15-minute simulation intervals is supported by Chapter 9 of the Highway Capacity Manual (HCM). Equation 9-9 in the HCM shows the process by which hourly volumes are converted to peak 15-minute periods for analysis [National Research Council, 1994]. The second was the importance of the preemption inhibit timer which limits the controller in servicing conflicting phases at the end of the delay period. Initially this factor was set to 0 , which resulted in the sluggish response of the controller to a preemption call. Once this value was set to a higher value the signal's response to the preemption call became more consistent.

Table 8 Simulation Configurations Evaluated

| Configuration <br> Designation | Side <br> Street <br> Volume <br> $\%$ | Platoon <br> Setting | Maximum <br> Hold <br> Time | Minimum <br> Hold <br> Time | Reservice <br> Time | Delay <br> Time | Inhibit <br> Time | Detector <br> Location <br> from Stop <br> Bar |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A-100 | $100 \%$ | 11 veh. <br> in 10 <br> se. | 45 | 0 | 60 | 25 | 13 | $2640^{\prime}$ |
| B-100 | $100 \%$ | 16 veh. <br> in 15 <br> sec. | 45 | 0 | 60 | 20 | 13 | $2640^{\prime}$ |
| C-100 | $100 \%$ | 6 veh. <br> in 10 <br> sec | 45 | 0 | 60 | 25 | 13 | $2640^{\prime}$ |
| D-100 | $100 \%$ | 6 veh. <br> in 5 <br> sec | 45 | 0 | 60 | 30 | 13 | $2640^{\prime}$ |
| E-100 | $100 \%$ | Baseline Conditions for $100 \%$ Side Street Volume- No Preemption Timing <br> Plan Used |  |  |  |  |  |  |
| A-50 | $50 \%$ | 11 veh. <br> in 10 <br> sec. | 45 | 0 | 60 | 25 | 13 | $2640^{\prime}$ |
| B-50 | $50 \%$ | 16 veh. <br> in 15 <br> sec. | 45 | 0 | 60 | 20 | 13 | $2640^{\prime}$ |
| C-50 | $50 \%$ | 6 veh. <br> in 10 <br> sec | 45 | 0 | 60 | 25 | 13 | $2640^{\prime}$ |
| D-50 | $50 \%$ | 6 veh. <br> in 5 <br> sec | 45 | 0 | 60 | 30 | 13 | $2640^{\prime}$ |

After a good understanding of the system was grasped, the simulation trials shown inTable 9 were conducted. The results from these trials are shown in Appendix $C$ as the figure indicated the corresponding cell of Table 9.

Table 9 Simulation Trials Completed

| Configuration Evaluated | Period 3 | Period 4 |
| :--- | :--- | :--- |
| A-100 | Figure C-1 | Figure C-11 |
| $\mathrm{B}-100$ | Figure C-2 | Figure C-12 |
| $\mathrm{C}-100$ | Figure C-3 | Figure C-13 |
| $\mathrm{D}-100$ | Figure C-4 | Figure C-14 |
| E-100 (Existing Conditions) | Figure C-5 | Figure C-15 |
| A-50 | Figure C-6 | Figure C-16 |
| B-50 | Figure C-7 | Figure C-17 |
| C-50 | Figure C-8 | Figure C-18 |
| D-50 | Figure C-9 | Figure C-19 |
| E-50 (Existing Conditions) | Figure C-10 | Figure C-20 |

## Simulation Results

The results of the trials, which are shaded in Table 9, will be discussed in detail. These trials are for Period 3 configuration D-100 and Period 3 configuration E-100 that is the associated baseline case. The evaluation of the different platoon accommodation strategies was accomplished by comparing the delay time (sec/veh) and percent stops for all movements an all approaches between the baseline conditions and that of the selected strategy. The output generated by CORSIM and processed by the postprocessor macros discussed in the previous section computed the average values and standard deviations for all positive turning movements at the intersection. Computing the test statistic for two means with unequal variances compared the two scenarios. The hypothesis for this evaluation is $\mathrm{H}_{0}: \mu_{1}=\mu_{2}$.

Table 10 Summary of Simulation Results Contained in Appendix $C$

| Configuration <br> Evaluated | Period 3 | Period 4 <br> Delay <br> (seconds) |  | \% Stops |
| :--- | :--- | :--- | :--- | :--- |
|  | 29.9 | Delay <br> (seconds) | \% Stops |  |
| B-100 | 35.8 | 55 | 13.7 | 36 |
| C-100 | 32.4 | 59 | 14.1 | 37 |
| D-100 | 28.7 | 54 | 12.1 | 31 |
| E-100 (Existing <br> Conditions) | 35.7 | 65 | 11.8 | 32 |
| A-50 | 22.0 | 46 | 35 |  |
| B-50 | 22.7 | 47 | 9.1 | 25 |
| C-50 | 21.5 | 44 | 8.7 | 24 |
| D-50 | 21.1 | 43 | 9.1 | 25 |
| E-50 (Existing <br> Conditions) | 23.5 | 50 | 9.0 | 24 |

The test statistic shown in Equation 4-1 was computed to determine if there was a statistically significant difference between the means for the two cases. For all cases evaluated, the number of observations was 20 and these observations were assumed to have a normal distribution. The critical values for a two-tailed test of the test statistic at the 0.05 significance level for 18 degrees of freedom are $\pm 2.101$. The magnitude of this value is denoted as $Z Z^{\circ}$. The decision rule for the hypothesis is as follows:
If $\left|Z^{\prime}\right|>Z^{0}$, then $H_{0}$ is rejected.

Therefore, if we reject the null hypothesis, we can be $95 \%$ confident that the computed means for the baseline and platoon accommodation strategy are statistically different.

$$
Z^{\prime}=\frac{\mu_{1}-\mu_{2}}{\sqrt{\frac{s_{1}^{2}}{n_{1}}-\frac{s_{2}^{2}}{n_{2}}}}
$$

## Equation 4-1

Where

$$
\begin{aligned}
& Z^{\prime} \text { is the computed test statistic } \\
& n_{i} \text { is the number of observations in group } i \\
& \mu_{i} \text { is the mean of the observations in group } i \\
& s_{i} \text { is the standard deviation of the observations in } \\
& \text { group } i
\end{aligned}
$$

Table 11 shows the means, standard deviations, and test statistics for Period 3 configuration D-100. It was shown that the platoon accommodation strategy implemented statistically reduced the percent stops and delay for the southbound approach without any statistical
impact on the other movements. In this case the southbound movement had the percent stops reduced from $65.5 \%$ to $53.6 \%$ and the delay time reduced from 37.8 seconds/vehicle to 28.7 seconds/vehicle. Therefore, it was shown that platoon accommodation can improve the operational efficiency of isolated intersections.

It has been shown that platoon accommodation can improve the operational efficiency of isolated intersections. However, if the system is improperly configured a less than desirable result can occur. Figure D-21 in Appendix D shows the results from a case ran during the trail and error period from Period 4 in which the platoon identification parameters were improperly set. When compared to the baseline conditions (configuration E-100) for the corresponding traffic volume, it can be observed that the platoon accommodation strategy used in Figure D-21 actually degraded the performance of the intersection. Therefore, a clear understanding of each of the variables' impact on performance should be examined further prior to making recommendations for deployment configurations.

Chapter 5 describes the technical and financial issue with implementing this technology. Chapter 6 presents an analysis of the platooning characteristics of CORSIM to determine if the extent of platooning observed in CORSIM is reasonable to expect in the field.

Table 11 MOEs and Test Statistics for Period 3 Configuration D-100

| Delay Per Vehicle (Seconds Per Vehicle) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N=$ | 20 | Average 1 (Existing) | $\begin{array}{\|c} \hline \text { Average } 2 \\ \text { (Proposed) } \end{array}$ | Standard Deviation 1 (Existing) | Standard Deviation 2 (Proposed) | Test Statistic |
| Northbound | Left | 33.23 | 38.73 | 7.80 | 11.37 | -1.78 |
|  | Through | 12.82 | 13.23 | 1.22 | 1.44 | -0.97 |
|  | Right | 8.86 | 8.06 | 5.35 | 3.98 | 0.54 |
| Southbound | Left | 69.68 | 71.62 | 15.87 | 14.83 | -0.40 |
|  | Through | 35.75 | 28.69 | 12.18 | 7.13 | 2.24 |
|  | Right | 19.15 | 19.01 | 4.48 | 5.34 | 0.09 |
| Eastbound | Left | 24.51 | 25.55 | 5.64 | 5.33 | -0.60 |
|  | Through | 22.90 | 22.07 | 4.13 | 5.03 | 0.57 |
|  | Right | 20.52 | 19.76 | 5.12 | 5.18 | 0.47 |
| Westbound | Left | 20.23 | 21.37 | 6.13 | 6.56 | -0.57 |
|  | Through | 22.60 | 23.36 | 3.32 | 3.43 | -0.71 |
|  | Right | 20.35 | 21.03 | 4.89 | 4.76 | -0.45 |
| Percent Stops |  |  |  |  |  |  |
| $N=$ | 20 | Average 1 (Existing) | $\begin{gathered} \text { Average } 2 \\ \text { (Proposed) } \end{gathered}$ | Standard Deviation 1 (Existing) | Standard Deviation 2 (Proposed) | Test Statistic |
| Northbound | Left | 90.17 | 91.52 | 7.96 | 8.72 | -0.51 |
|  | Through | 46.69 | 46.93 | 5.10 | 5.91 | -0.13 |
|  | Right | 55.22 | 49.05 | 38.49 | 36.55 | 0.52 |
| Southbound | Left | 94.21 | 92.54 | 8.39 | 9.34 | 0.59 |
|  | Through | 65.48 | 53.56 | 15.16 | 12.65 | 2.70 |
|  | Right | 66.43 | 59.53 | 13.70 | 14.05 | 1.57 |
| Eastbound | Left | 82.89 | 82.48 | 10.13 | 8.89 | 0.14 |
|  | Through | 64.05 | 64.23 | 6.73 | 8.02 | -0.07 |
|  | Right | 69.89 | 70.36 | 8.15 | 9.40 | -0.17 |
| Westbound | Left | 75.47 | 76.23 | 18.18 | 17.95 | -0.13 |
|  | Through | 60.91 | 61.05 | 7.00 | 8.01 | -0.06 |
|  | Right | 67.36 | 66.98 | 11.62 | 9.89 | 0.11 |

## CHAPTER 5 ANALYSIS

Chapter 4 showed, using computer simulation, that the strategy of platoon accommodation at isolated intersections has the potential to improve intersection efficiency. In order to gain a preliminary understanding of the system's economic impacts, attention will now be focused on the examination of the expected costs and benefits related to the deployment of such a system. As was indicated at the end of Chapter 4, further research is needed to determine the optimal setting of the system. Once this optimal configuration has been determined, it is likely that a detailed analysis will be performed. Therefore, this analysis is only to provide a general view of this complex process.

## System Costs

Chapter 3 discussed several possible technologies that could be used in deploying this system. The four primary components of the system that were identified are: a traffic detection device, a remote power source, a communications system, and a programmable logic controller (PLC). The centralized processing approach (see Figure 14) in which the programmable logic controller was located in the traffic signal control cabinet was considered the preferred system architecture. The primary reason for this is that the PLC has additional capacity that could allow for the system to expand to multiple approaches. The primary concern in using this approach is that the remote power requirements for transmitting all the detector information may exceed that which can be supplied by an alternative power source. Therefore, before this approach can be used it must be shown to be feasible.

The primary question, which needs to be addressed in looking at the centralized architecture, is that of the remote power requirements in cases where alternative energy sources are to be used. The remote site will consist of a traffic detection device and a radio transmitter. (Hardwire connection between the remote site and the traffic signal cabinet was determined to be too expensive to implement.) Of the two technologies of traffic detection discussed, inductive loops use the least amount of power. The RTMS sidefire radar unit, shown in Figure 26, operates on 12-volts DC with a current draw of 500 milliamps [Electronic Integrated Systems Inc., 1998]. A loop detector amplifier can be purchased that operates on the same 12-volt DC circuit, but only draws 60 milliamps. Even in situations
where two loop detector amplifiers are used to detect multiple lanes, the power consumption is still less than that of the RTMS device. Another factor, which supports the use of inductive loop detectors, is that there is considerable capital cost savings over that of sidefire radar. Since platoon accommodation is targeted for deployment at isolated intersections often located in rural areas, the potential negative impact on traffic during the installation of inductive loops is expected to be minor. However, due to the inability of a loop installation to be relocated, it is important that they are properly placed during installation.

In addition to the two inductive loop detectors used to identify platoons in multiple lanes, a radio transmitter is to be located at the remote site (see Figure 14). Based on the discussion in Chapter 3, the use of the FM radio offered some distinct advantages over that of the spread-spectrum radio system. As was previously indicated, it costs less than the spread spectrum radio and uses the same inputs and outputs used by the detector and PLC. The FM transmitter operates using 12 -volts DC. It operates in one of two modes which are either transmit mode or standby mode. In transmit mode the device draws 2 amps and in standby mode the device draws 15 microamps. The radio would be configured to transmit for one second each time a vehicle entered the detection


Figure 26 RTMS Sidefire Radar Unit Installed [Electronic Integrated Systems Inc., 1998] zone and remain in standby mode during subsequent vehicle actuations. For the basis of making preliminary calculations it was assumed that the radio would transmit for approximately 6 hours a day. This is considered a conservative estimate by allowing the
transmission of over 20,000 calls a day. The solar supply system consists of a photovoltic module, a battery storage system, and a charge control.

Table 12 shows the calculations used to determine the solar power load requirements and array sizing for the remote site. Table 13 shows the calculations used to determine the power storage requirements for the remote site.

Table 12 shows that the remote site can be powered by solar energy. The power supply for this site consists of a 90-watt Photovoltaic Module manufactured by BP solar (see Figure 28), which produces 12 -volts DC and has a 10-year warranty. The battery storage system for this consists of two 6-volt DC deep cycle batteries (see Figure 29) wired in series to provide 12 -volt DC current. These batteries have a life expectancy of up to 5 years. A charge control is needed to prevent the batteries from being overcharged.

Table 12 Remote Site Power Requirements [Adapted from Alternative Energy Engineering, 1998]

| Solar Power Load and Array Sizing Worksheet for Remote Site |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|l\|} \hline \text { Line } \\ \text { Number } \end{array}$ | Item | Watts | X | Hours Used Per Day | $=$ | Watt Hours Per Day |
| 1 | Traffic Detector | 1.44 |  | 24 |  | 34.56 |
| 2 | Radio Transmitting | 24.00 |  | 6 |  | 144.00 |
| 3 | Radio in Standby Mode | 0.01 |  | 18 |  | 0.18 |
| 4 | Total Watt Hours Per Day (Sum Lines 1-3) |  |  |  |  | 178.74 |
| 5 | DC System Voltage |  |  |  |  | 12.00 |
| 6 | Total Amp Hours Per Day (Divide Line 4 by 5) |  |  |  |  | 14.90 |
| 7 | Compensation From Battery Charger Loss (Line $6 \times 1.2$ ) |  |  |  |  | 17.87 |
| 8 | Average Sun Hours Per Day (From DOE Data ${ }^{1}$ ) |  |  |  | $=$ | 4.21 |
| 9 | Solar Array Amps Required (Line 7 by Line 8) |  |  |  | $=$ | 4.25 |
| 10 | Peak Amps Produced by Solar Model Used |  |  |  | $=$ | 4.86 |
| 11 | Minimum Number of Solar Modules Required in Parallel (Divide Line 9 by Line 10) |  |  |  | - | 0.87 |
| 12 | Total Number of Solar Modules (Round Line 11 Up) |  |  |  | $=$ | 1.00 |
| ${ }^{1}$ Figure 27 shows the average number of sun hours for the United States. |  |  |  |  |  |  |



Figure 27 Map of United States Showing Average Sun Hours a Day [Alternative Energy Engineering, 1998]

Table 13 Remote Site Power Storage Requirements [Alternative Energy Engineering, 1998]

| Solar Battery Sizing Worksheet for 12-Volts DC Remote Site |  |  |  |
| :---: | :---: | :---: | :---: |
| Line Number |  |  |  |
| 1 | Total Amp Hours Per Day (From Line 6 Above) | = | 14.90 |
| 2 | Maximum Number of Cloudy Days Expected in Area | $=$ | 7 |
| 3 | Total Amps Needed During the Cloudy Period(Line 1 Multiplied by Line 2) | $=$ | 104.27 |
| 4 | Total Amps Needed to Maintain 20\% Reserve After Deep Discharge (Line 3 Divided by 0.8) | $=$ | 130.33 |
| 5 | Lead-Acid Battery Temperature Multiplier (From Table) | $=$ | 1.59 |
| 6 | Optimum Battery Size in Amp-Hours (Line 4 Multiplied by Line 5) | = | 207.23 |
| 7 | Amp-Hours of Selected Battery | $=$ | 220 |
| 8 | Minimum Number of Batteries needed in Parallel (Divide Line 6 by Line 7) | $=$ | 0.94 |
| 9 | Number of Batteries Needed in Parallel (Round Line 8 Up) | = | 1 |
| 10 | Ratio of Volts Supplied by Battery to Volts Needed | = | 0.5 |
| 11 | Minimum Number of Batteries Needed in Series (1 Divided by Line 10) | $=$ | 2 |
| 12 | Total Number of Batteries Needed in Series (Round Line 8 Up) | $=$ | 2 |
| 13 | Total Number of Batteries Needed for Complete System (Multiply Line 9 by Line 12) | $=$ | 2 |



Figure 28 Solar Power Supply [Alternative Energy Engineering, 1998]


Figure 29 6-volt 220 Amp-Hour Lead-Acid Battery [Alternative Energy Engineering, 1998]


Figure 30 Typical Control Cabinet Used for Flashers

It is envisioned that the power supply, radio transmitter, and all detection equipment will be located on a pole adjacent to the roadway outside of the clear zone. The equipment, which must be kept in a closed environment, will be contained in a small traffic control cabinet mounted on the pole similar to that shown in Figure 30.

The costs of the system are calculated based on two detection zones and a 10-year life cycle. All costs are presented in adjusted 1995 dollars. All of the capital cost is expended at the beginning of year one except for cost of two replacement batteries at the end of year 5. No salvage values are considered in the cost calculations. An interest rate of $5.0 \%$ is assumed for all calculations [Steckler, 1998]. While interest rates do vary, this number was selected to provide a starting point from which the economic impact could be evaluated.

Table 14 shows the prices of the components needed to construct the system. All values were converted to constant 1995 dollars using the Consumer Price Index (CPI) values in contained in Table 15

Table 14 Component Prices for System

| Item | Purchase Date | $\begin{aligned} & \text { Price (1998 } \\ & \$ \text { ) } \end{aligned}$ | $\begin{aligned} & \text { Price (1995 } \\ & \$ \text { ) } \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| 2 Reno A\&E Model H-12-F Inductive Loop Detectors Amphilfiers ${ }^{1}$ | Start of Year 1 | \$280.00 | \$263.08 |
| 2 Loop Detector Instalations ${ }^{2}$ | Start of Year 1 | \$720.00 | \$676.50 |
| Flasher Type Control Cabinet ${ }^{2}$ | Start of Year 1 | \$700.00 | \$657.71 |
| Pole for Mounting Remote Site Equipment ${ }^{2}$ | Start of Year 1 | \$300.00 | \$281.87 |
| Linear Midrange XT Transmitter (1-Channel) and Receiver (4-Channel) ${ }^{3}$ | Start of Year 1 | \$300.00 | \$281.87 |
| GE Fanac Automation Series 90 Micro PLC ${ }^{4}$ | Start of Year 1 | \$200.00 | \$187.92 |
| BP Solar 90-Watt Photovoltic Module ${ }^{5}$ | Start of Year 1 | \$600.00 | \$563.75 |
| 2-220 Amp-Hour 6-volt Golf Cart Battery ${ }^{5}$ | Start of Year 1 | \$170.00 | \$159.73 |
| 8-Amp 12-volt Automatic Control Regulator ${ }^{5}$ | Start of Year 1 | \$50.00 | \$46.98 |
| Miscellaneous (Connectors, etc.) | Start of Year 1 | \$200.00 | \$187.92 |
| 2-220 Amp-Hour 6-volt Golf Cart Battery ${ }^{5}$ | Start of Year 6 | \$170.00 | \$159.73 |
| $\left[\right.$ [Zabel, 1998] ${ }^{2}$ [Shamo, 1998] ${ }^{3}$ [Central Security, 1998] ${ }^{4}$ [Martin, 1998]$[$ [Alternative Energy Engineering, 1998] |  |  |  |

Table 15 Selected Price Indexes for Computing Equivalent Dollars

| Index | 1995 | 1998 |
| :--- | :--- | :--- |
| Consumer Price Index, CPI (All Categories) | 152.4 | 162.2 |
| Producer Price Index, PPI (All Categories) | 124.7 | 124.9 |
| ${ }^{\text {TA }}$ Average for January 1998 through May, 1998. |  |  |

Therefore, the estimated net present value for the cost of the entire system for the 10-year life cycle is $\$ 3,479$. The equation used for this calculation is shown in Equation 5-1.

$$
\text { Cost }=X+Y \frac{1}{(1+i)^{n}} \quad \text { Equation 5-1 }
$$

Where

$$
\begin{aligned}
& \text { Cost }=\text { Present Value of System Costs }(1995 \\
& \text { Dollars) } \\
& X=\text { Initial Capital Costs }=\$ 3,307.32 \\
& Y=\text { Cost at end of Year } 5=\$ 218.84 \\
& i=\text { interest rate }=5.0 \% \\
& n=\text { number of interest periods }=5
\end{aligned}
$$

## System Benefit

Chapter 4 showed that platoon accommodation can improve the operational efficiency of isolated intersections through reducing delay and percent stops. The economic impact of this can be expected in the form of savings in vehicle hour savings and fuel consumption. The output from the trial for Period 3 configuration D-100 discussed in Chapter 4 was analyzed on the basis of fuel consumption. While there appeared to be a slight reduction for all approaches, this difference was not significant at the 0.05 significance level. Therefore, this benefit analysis was based solely on vehicle hour savings for this trial. This is considered to be a conservative approach to the benefit analysis.

This approach used a very conservative estimate to determine a lower bound on the benefits. It was assumed that over the 10-year life of the system there would be an average of 40 weeks a year in which 5 days of the week would have at least 4 platoons on the southbound approach. Table 16 shows the value of time for different vehicle types.

Table 17 shows a detailed description of how the total benefit is calculated for the 10-year life cycle of the system. It should be noted that in the future this process would likely involve the calculation of benefits from the reduction in fuel consumption. This benefit will be included into the calculation as an annual benefit added to that of the travel time reduction amount prior to converting the annual benefits to a net present value.

Table 16 Value of Time for Different Vehicle Types

| Vehicle Type | Index | Base <br> Year | Value of <br> Time (Base <br> Year \$) | Value of <br> Time <br> $(1995$ \$) |
| :--- | :--- | :--- | :--- | :--- |
| Passenger Car | CPI | 1987 | $\$ 6.00^{\top}$ | $\$ 8.03$ |
| Single Unit Truck | PPI | 1990 | $\$ 25.42^{2}$ | $\$ 27.26$ |
| Combination Truck | PPI | 1990 | $\$ 28.33^{2}$ | $\$ 30.38$ |
| [Reiss and Dunn, 1991] ${ }^{2}$ [Federal Highway Administration, 1995] |  |  |  |  |

Table 17 Description of Benefits of System for Conservative Case

| Description | Amount |
| :--- | :--- |
| 15 Minute Volume for Southbound Approach = | 91 |
| Percent Passenger Cars $=$ | $98 \%$ |
| Percent Single Unit Trucks $=$ | $1 \%$ |
| Percent Combination Trucks $=$ | $1 \%$ |
| Cars per 15-minute period $=$ | 89 |
| Single Unit Trucks per 15-minute period $=$ | 1 |
| Combination Trucks per 15-minute period $=$ | 1 |
| Time Saved for Autos = | 622.8 Seconds |
| Time Saved for SU Trucks = | 7.2 Seconds |
| Time Saved for Combination Trucks $=$ | 7.2 Seconds |
| Value of Passenger Car Time Saved $=$ | $\$ 1.39$ |
| Value of Single Unit Truck Time Saved $=$ | $\$ 0.05$ |
| Value of Combination Unit Truck Time Saved $=$ | $\$ 0.06$ |
| Benefit for Whole Platoon $=$ | $\$ 1.50$ |
| Number of Platoons a Day $=$ | 4 |
| Number of Days a Week $=$ | 5 |
| Number of Weeks a Year $=$ | 40 |
| Year Savings $=$ | $\$ 1200$ |
| Number of Years $=$ | 10 |
| Interest Rate $=$ | $5.0 \%$ |
| Net Present Benefit of 10 Year Life ${ }^{1}=$ | $\$ 9266$ |
| Calculated using Uniform Series Present <br> (see Equation 5-2). |  |

$$
\begin{aligned}
& \text { Benefit }=A \frac{(1+i)^{n}-1}{i(1+i)^{n}} \quad \text { Equation 5-2 } \\
& \text { Benefit }=\text { Present Value of System Benefits (1995 }
\end{aligned}
$$

Where
Dollars)

$$
\begin{aligned}
& A=\text { Annual Benefits }=\$ 1,200 \\
& i=\text { interest rate }=5.0 \% \\
& n=\text { number of interest periods }=10
\end{aligned}
$$

For this case it can been seen that the benefits of the system exceed those of the cost. In the example above, the benefit/cost ratio was 2.66 and the net present value was $\$ 5,787$. It is believed that this is a conservative estimate of the system's potential benefits. Once a better understanding of the various parameters is obtained, this value is expected to improve.

## CHAPTER 6 PLATOON DISPERSION

One of the fundamental assumptions of this research is that platoons exist and CORSIM reasonably models their dispersion. It's well known that groups of vehicles, also known as platoons, form at signalized intersections and behind slow moving groups of vehicles. For example, in Figure 31a, a dense platoon is shown. If that figure is assumed to be characteristic of a platoon arriving at a downstream intersection, significant benefits will accrue by coordinating the start of green with the arrival of the platoon. Similarly, Figure 31b shows a moderately dense platoon. Although not as dense as Figure 31a, significant benefits will accrue by coordinating the start of green with the arrival of the platoon shown in Figure 31b. However, Figure 31c shows a platoon that has almost entirely dispersed and would not warrant coordinating a down stream signal for.


Figure 31: Example Vehicle Platoons.

## Literature Review

There have been several papers published that describe various platoon dispersion models. The earliest reported work is on diffusion theory [Pacey, 1956, Rouphail et al, 1992]. That model states that if speeds in a platoon are normally distributed, then the dispersion of vehicles in the platoon can be described by the dispersion in speeds. Subsequent research led to the development of the recurrence model, an empirical platoon dispersion model using a discrete iterative technique. The recurrence model is also known as the Robertson's model [Rouphail et al, 1992, Robertson ,1969] utilized in the TRANSYT software package. The Robertson model operates under the assumption of the binomial distribution of vehicle travel time and is considered an improvement on the Pacey model [Rouphail et al, 1992, Denney, Richard ,1989] because of the ease of computation.

Many researchers have used data collection procedures similar to the one presented in subsequent sections of this report. However, much of the previous research has focused on calibrating the platoon dispersion parameters used in computer programs such as TRANSYT [Rouphail et al, 1992,Manar, Baass, 1996, Baass,et al, 1988, McCoy,,1983, Castle,1985]. Denney tested the diffusion and recurrence models that are used to replicate platoon dispersion. Manar and Baass and Baass and Lefebvre researched the effects of external and internal friction on the calibration factors respectively. Castle and Bonniville researched the calibration of TRANSYT dispersion factors with respect to long road links. Several other researchers have also suggested their own calibrated dispersion factors [McCoy, 1983, Sneddon,1972, Collins and Gower, 1974, Lam, 1977].

The Robertson model is represented by the following equation:
$q_{2}(j)=\frac{1}{1+\alpha \beta \tau} q_{1}(j)+\left(1-\frac{1}{1+\alpha \beta \tau}\right) q_{2}(j-1)$
Where:
$\alpha=$ platoon dispersion factor,
$\beta=$ travel time factor,
$\tau=$ average travel time

The Robertson model is a platoon diffusion model that can be used to develop histograms that represent a platoon as it proceeds downstream. The histograms developed by this model can be used for the purpose of signal optimization and network analysis. The TRANSYT software uses the flow histogram at the upstream traffic stop bar and transforms it using the Robertson model to obtain the arrival pattern at the downstream signal. The model can be varied by changing the platoon dispersion factor, $\alpha$, and the travel time factor, $\beta$. The TRANSYT manual suggests values for these two parameters for a variety of conditions and many researchers have performed additional research calibrating and analyzing these parameters [McCoy, 1983, Sneddon,1972, Collins and Gower, 1974, Lam, 1977].Table 18 shows the suggested platoon dispersion factors from previous research.

Table 18: Suggested Platoon Dispersion Factors from Previous Research.

| Type of Arterial | $\alpha$ | $\beta$ | $\alpha \beta$ | Reference: |
| :--- | :--- | :--- | :--- | :--- |
| Four-lane divided | 0.15 | 0.97 | 0.146 | McCoy |
| Low External Friction | 0.25 | 0.80 | 0.200 | TRANSYT-7F manual |
| Moderate External Friction | 0.35 | 0.80 | 0.280 | TRANSYT-7F manual |
| Heavy External Friction | 0.50 | 0.80 | 0.400 | TRANSYT-7F manual |
| Two-way two-lane | 0.21 | 0.97 | 0.204 | McCoy |
| Three-lane dual carriageway <br> (10-15\% commercial vehicles) | 0.40 | 0.80 | 0.320 | Sneddon |
| Two-way road w/ two narrow lanes in <br> direction studied | 0.63 | 0.80 | 0.504 | Sneddon |
| Three-lane dual carriageway (no <br> commercial traffic) | 0.20 | 0.80 | 0.160 | Collins and Gower |
| Four-lane two-way suburban arterial street <br> w/ left turn bays | 0.24 | 0.80 | 0.192 | Lam |

Our research procedure was similar to those already described to obtain actual platoon dispersion data from the field. Although previous research is invaluable for users of the TRANSYT software it is not tabulated in a manner that allows comparison with microscopic simulation models or useful for estimating an upper bound on the arrival types defined in Table 9-2 of the Highway Capacity Manual. In this research we have developed a graphical method by which the percentage of traffic arriving at a downstream traffic signal during an allocated green time can be estimated. This is not only important for evaluating the CORSIM model, but it is also useful to practitioners that need to estimate an upper bound on the arrival type used in chapter 9 of the Highway Capacity Manual.

## FIELD WORK

Several field data collection sites were selected such that a downstream-signalized intersection would not interfere with the platoon (Figure 32). To insure that a downstreamsignalized intersection would not impact the platoon, sites were chosen with a distance of at least 5000 feet between signalized intersections. It was also desirable to have a minimal impact on the platoon from merging and diverging vehicles. Therefore, sites with a minimum number of side streets and driveways were selected. Data collection occurred during peak and off-peak hours in order to gain platoon dispersion data for varying sizes of platoons. Table 19-a shows the number of platoons collected in the field for each combination of speed, platoon discharge and downstream distance. Table 19-b shows the number of vehicles collected for the same combinations of speed, platoon discharge and downstream distance.

a) U.S. 231 and North Salisbury location in West Lafayette, IN.

c) U.S. 52 and CR 350 S location in Lafayette, IN.

e) U.S. 52 and Nighthawk Dr. location in West Lafayette, IN.


Figure 32: Data Collection Sites

b) U.S. 231 and Canal Rd. location in Lafayette, IN

d) U.S. 52 and Duncan Road location in Lafayette, IN.

f) Creasy Lane at Wal-Mart location in Lafayette, IN.

Table 19: Number of Data Points Collected at Each Distance for Varying Speeds and Initial Discharge.
a) Number of Platoons in Each Cell

| Speed (mph) | $\begin{gathered} \hline \text { Discharge } \\ (\mathrm{sec}) \end{gathered}$ | D/S Distance (ft) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 500 | 1000 | 1500 | 2000 | 2500 | 3000 | 3500 | 4000 | 4500 |
| 30 | 10 | 22 | 22 | 20 | 11 | 17 | 14 | 2 | - | - |
|  | 20 | 8 | 8 | 19 | 26 | 19 | 15 | 8 | - | - |
|  | 30 | 4 | 1 | 3 | 15 | 10 | 10 | 5 | - | - |
|  | 40 | 11 | 17 | 4 | 7 | 1 | 1 | 2 | - | - |
| 40 | 10 | 20 | 7 | 23 | 23 | 20 | 19 | 21 | 21 | - |
|  | 20 | 7 | 2 | 11 | 11 | 11 | 11 | 18 | 17 | - |
| 50 | 10 | 8 | 9 | 9 | 10 | 9 | 9 | 9 | 8 | 8 |
|  | 20 | 6 | 5 | 5 | 9 | 10 | 8 | 5 | 5 | 5 |
| 55 | 10 | 10 | - | 11 | 9 | 5 | 4 | 7 | 8 | - |
|  | 20 | 3 | - | 1 | 2 | 1 | 1 | 1 | - | - |
| 60 | 10 | 5 | 8 | 12 | 12 | 8 | 8 | 5 | 5 | 5 |
|  | 20 | 10 | 10 | 9 | 11 | 12 | 11 | 5 | 5 | 5 |

b) Number of Vehicles in Each Cell

| $\begin{aligned} & \text { Speed } \\ & \text { (mph) } \end{aligned}$ | $\begin{gathered} \text { Discharge } \\ (\mathrm{sec}) \end{gathered}$ | D/S Distance (ft) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 500 | 1000 | 1500 | 2000 | 2500 | 3000 | 3500 | 4000 | 4500 |
| 30 | 10 | 101 | 108 | 92 | 67 | 77 | 73 | 8 | - | - |
|  | 20 | 66 | 70 | 184 | 323 | 188 | 159 | 64 | - | - |
|  | 30 | 50 | 15 | 39 | 250 | 142 | 159 | 63 | - | - |
|  | 40 | 215 | 338 | 65 | 144 | 15 | 35 | 37 | - | - |
| 40 | 10 | 78 | 31 | 87 | 108 | 79 | 79 | 88 | 88 | - |
|  | 20 | 92 | 27 | 117 | 116 | 92 | 99 | 150 | 143 | - |
| 50 | 10 | 35 | 37 | 40 | 41 | 37 | 42 | 41 | 60 | 60 |
|  | 20 | 53 | 64 | 64 | 113 | 132 | 109 | 67 | 67 | 67 |
| 55 | 10 | 36 | - | 45 | 17 | 13 | 14 | 17 | 31 | - |
|  | 20 | 25 | - | 7 | 15 | 10 | 11 | 4 | - | - |
| 60 | 10 | 33 | 32 | 63 | 63 | 46 | 46 | 29 | 29 | 34 |
|  | 20 | 131 | 130 | 84 | 126 | 144 | 132 | 62 | 62 | 53 |

A Hewlett Packard 48GX scientific calculator was used to record the observations. One HP 48 was used to record the signal transition times and a second HP 48 was used to record downstream arrival times of every vehicle. Five keys on the calculator were programmed for the upstream observer at the traffic signal.

To start the data collection for a site, a reference time was recorded and displayed on the calculator using two pre-programmed keys. The signal observer used three pre-programmed keys to collect information about the intersection. The three pre-programmed buttons were start of green, end of green and vehicle count. The signal observer used the vehicle count key to record each time that a vehicle enters the downstream side of the arterial. This count included vehicles performing through movements through the intersection as well as
vehicles making left and right turns onto the downstream side of the arterial. The start of green and end of green was recorded using the two remaining pre-programmed buttons. The sampling locations are illustrated in Figure 33. Initially the size of the platoon is limited by the length of the green time, which is recorded by the signal state observer. As the platoon travels downstream it becomes dispersed because vehicles in the platoon maintain different speeds.

The calculator used by the downstream observer was programmed the same as the calculator used at the upstream end. However, since the downstream observer was not observing the traffic signal, it was only necessary to record the vehicle arrival times at the downstream location. The downstream observations occurred at 500-foot intervals from the upstream traffic signal. The vehicle arrival observer recorded the times that vehicles within the platoon arrived at his location. This information is correlated with the departure times that are recorded by the signal state observer. Relevant platoon arrivals are vehicles that were released by the upstream traffic signal during a green time. Data obtained from these vehicles was used to generate downstream histograms for the platoon.


Figure 33: Sampling Procedure.

## DATA PROCESSING

The data collected by the calculators was downloaded to a desktop computer using the serial ports on the computer and HP 48. The data was extracted into a database using the MS Visual Basic Data Access Object. The database consisted of six tables: the intersection table, the observation table, the field green table, the field data table, the CORSIM green table and the CORSIM data table. Table 20 describes the attributes of the various tables included in the database and Figure 34 illustrates the relational schema. The intersection table includes a sketch of the intersection and an average value for the speed of traffic at the intersection. The observation table includes information about the location and start time of the downstream observation. The location was recorded as the distance downstream from the upstream signal location. It also has information regarding the physical characteristics of the site including the number of lanes and the width of each lane. The field green table contains the green start times and green end times for the upstream traffic signal. The field data table has each vehicle ID number recorded and the time that they arrived at the downstream observer. The vehicle ID number is simply a sequential number assigned to each vehicle by the software. The first vehicle recorded would be numbered one and each subsequent vehicle is numbered by an increment of one. The CORSIM green and CORSIM data tables are used to save the simulation data generated by the CORSIM traffic simulation software.


Figure 34: Database Schema

Table 20: Database Field Definitions

| Table Name | Term | Definition |
| :---: | :---: | :---: |
| Observations | Observation_ID | Uniquely identifies a specific data collection point and time. |
|  | Int_ID | A unique identifier for each location where data was collected. |
|  | Start_time | Approximate base starting time (nearest second) and date |
|  | Leg | Number of Legs in each intersection |
|  | DS_Dist | Distance downstream to the observation location measured from the upstream-signalized intersection. |
|  | Num_lanes | Number of lanes at observation location. |
|  | Lane_Width | Approximate lane width at observation location. |
| Field_Data | Veh_ID | Sequential ID numbers for each vehicle. |
|  | Observation_ID | Uniquely identifies a specific data collection point and time. |
|  | Arrival_time | The time at which a vehicle arrives at the downstream observation location, measured in seconds since the start of the collection time. |
| Field_Green | Green_Int_ID | Sequential ID numbers for each platoon. |
|  | Observation_ID | Uniquely identifies a specific data collection point and time. |
|  | Ref_Green_Start | Reference to start of green time. |
|  | Ref_Green_End | Reference to end of green time. |
| Intersection | Int_ID | A unique identifier for each location where data was collected. |
|  | Leg_1, Leg_2, Leg_3, \& Leg_4 | Text description of the name of Leg_1, Leg_2, Leg_3 and Leg_4 |
|  | Int_Sketch | Sketch of the data collection site. |
|  | Veh_Speed | Average speed of vehicles at the observation location. |
| CORSIM_Data | Veh_ID | Sequential ID numbers for each vehicle in CORSIM Simulation |
|  | Observation_ID | Uniquely identifies a specific data collection point and time in CORSIM Simulation |
|  | Arrival_time | The time at which a vehicle arrives at the downstream observation location, measured in seconds since the start of the collection time in CORSIM Simulation |
| CORSIM_Green | Green_Int_ID | Sequential ID numbers for each platoon in CORSIM Simulation |
|  | Observation_ID | Uniquely identifies a specific data collection point and time in CORSIM Simulation |
|  | Ref_Green_Start | Reference to start of green time in CORSIM Simulation |
|  | Ref_Green_End | Reference to end of green time in CORSIM Simulation |

After the data was organized into the database it could be easily retrieved for analysis. Using the query tool within the database, the data needed for analysis could be extracted and analyzed in a spreadsheet. An example of data contained in the database is provided in Table 21.

Table 21: Summary of Data Contained in Database (Example Data)

Intersection Data Table:

| Intersection ID | Intersection Sketch | Avg. Vehicle Speed (mph) |
| :--- | :--- | :--- |
| 4 | i4.jpg (photo) | 50 |
| 5 | i5.jpg (photo) | 60 |
| 6 | i6.jpg (photo) | 40 |

Observation Data Table:

| Observation ID | Intersection ID | Downstream <br> Distance (feet) | Number of Lanes | Lane Width (feet) |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 500 | 2 | 12 |
| 2 | 1 | 1000 | 2 | 12 |
| 3 | 1 | 1500 | 2 | 12 |

Field Green Data Table:

| Observation ID | Ref. Green Start | Ref. Green End |
| :--- | :--- | :--- |
| 1 | 3.705078 | 32.55505 |
| 1 | 65.40063 | 104.8799 |
| 1 | 143.9196 | 186.3683 |

Field Data Table:

| Vehicle ID | Observation ID | Vehicle Arrival Time |
| :--- | :--- | :--- |
| 471 | 1 | 32.1284 |
| 472 | 1 | 34.52232 |
| 473 | 1 | 36.54966 |

## DATA ANALYSIS

Field data, simulation, and theoretical models were analyzed in this research. The objective was to quantify the percentage of platoon that could pass through a particular green time window downstream given the downstream distance and the initial platoon discharge. Field observed data was compared with that obtained from CORSIM and the Robertson model to determine how well CORSIM modeled field conditions

## FIELD DATA REDUCTION

A platoon is initially limited in size by the green window at the upstream location. As the platoon travels downstream, it disperses because of vehicles in the front of the platoon
traveling faster than the speed limit and vehicles at the end of the platoon traveling slower than the speed limit. However, a platoon is expected to reach a downstream location within an expected range of time depending on the downstream distance, average travel speed, and initial platoon discharge length. The time $t_{a}$ in Figure 33 represents the expanded time during which the dispersed platoon is expected to arrive. This time is obtained by projecting the upstream green window using a speed faster than the speed limit to locate the start of $t_{a}$ and a speed lower than the speed limit when locating the end of $t_{a}$.

Field data reduction was therefore performed in two steps: The first step was to extract the vehicle arrival times lying within the time period $t_{a}$ from the data base using a data base query, and the second step was to extract the platoon from that window.

Different traffic conditions (gaps between successive platoons) were observed to affect the speed of platoon, making it a nontrivial task to predict the exact time of platoon arrival at the downstream location within the extracted window. A platoon was hence recognized within the $t_{a}$ window as a group of narrow gapped vehicles that came immediately after a wide gap measured from the start of $t_{a}$.

## CORSIM SIMULATION

CORSIM simulations were run for different combinations of travel speed and initial platoon discharge lengths that replicated observed field data conditions. Initial platoon discharge predetermined lengths were obtained by putting the main street traffic in oversaturated condition and setting the main street green time to the required length. This insured that the green time would be fully utilized by the waiting vehicles. The arrival time of vehicles at particular downstream distances at 500 ft . intervals were obtained by the extracting vehicle positions from the CORSIM animation file. Start of platoon was easily identified in the simulation part of the analysis since no right turn on red were allowed in simulation. The headway gap between different platoon was made distinguishable by setting long side-street greens with no traffic at that period.

## DETERMINATION OF GREEN WINDOWS FOR PARTICULAR PERCENTAGES OF PLATOONS

The green-windows needed for particular percentages of platoon to pass through were determined by analyzing the vehicle arrival times. After the different platoons were identified, arrival times of vehicles in each platoon were referenced to the arrival time of the start of
their platoon. A histogram analysis was then conducted for all the platoons at different downstream locations to determine the percentage of platoons arriving at different points in time measured from the start of platoon. Figure 35 shows the platoon distribution for a 20 second initial platoon discharge and a 30 MPH posted speed limit.

The histogram plots were useful to find the green window required for different percentages of the platoon at varying downstream distances. The green window needed represents the time required for a certain percentage of the platoon to pass when the first vehicle in the platoon arrives at the start of green at a certain downstream location. For example, $t_{50}$ for Figure 35 -e would represent the time that it takes for $50 \%$ of a platoon to pass an observation point 2000 ft . downstream. In other words, $\mathrm{t}_{50}$ is the time difference between the passage of the $50^{\text {th }}$ percentile vehicle and the first vehicle.

In order to obtain the percentage of platoon passing at each cumulative bin time, the histograms were standardized by dividing the number of vehicles in each bin range by the total number of vehicles in the analysis period. The time at which specific percentages of the platoon (e.g. $100 \%, 95 \%, 75 \%, 50 \%$, and $25 \%$ ) passed were then determined by interpolation.


Figure 35: Platoon Distribution at Various Downstream Observation Points

## PLOTS OF GREEN WINDOWS REQUIRED BY DIFFERENT PERCENTAGES OF THE PLATOON

Times at which predetermined percentages ( $100 \%, 95 \%, 75 \%, 50 \%$, and $25 \%$ ) of the platoon passed when the first vehicle in the platoon arrived at the start of green were tabulated and plotted versus several downstream locations. The plots were produced for 30 and 40 mph posted speed limit and an initial platoon discharge of 20 seconds. A regression analysis was then conducted for arrival times for the specified percentages of the platoon versus the downstream distance and resulting regression models were used to plot the relationships. For example, the time at which $75 \%$ of the platoon passed could be determined by the regression model:
$t_{75}=a_{75}+b_{75} X+c_{75} X^{2}$
Where:
$\mathrm{a}=$ the intercept,
$b=$ the linear coefficient,
$c=$ the quadratic coefficient,
$\mathrm{t}_{75}=$ time at which $75 \%$ of the platoon pass,
$X=$ the downstream distance in thousand feet.

Theoretical Histograms obtained from Robertson model for 20, 40, and 60 seconds discharge platoons and speed limit of 30,40 , and 50 miles per hour are presented in appendix B. Arrival times and green window's plots for the same platoon discharge and speed limits are also presented in appendix B.

Table 22 summarizes the regression analysis coefficients for reduced data and CORSIM simulation. Figure 36 and Figure 37 show plots of row data with regression lines for the observed field data and CORSIM data, respectively.

Table 22: Regression Analysis Coefficients for Data and CORSIM Simulation

| Green Window <br> required to pass $\mathrm{X} \%$ <br> of the platoon $\left(t_{x}\right)$ | Equation $t=a+b X+c X^{2}$ Coefficients |  |  |
| :--- | :--- | :--- | :--- |
|  | a | B | c |

a) Field Data ( 20 second saturated platoon, Speed: 30 MPH )

| $t_{100}$ | 20.00 | 9.70 | 0.22 |
| :--- | :--- | :--- | :--- |
| $t_{95}$ | 18.00 | 6.24 | 0.02 |
| $t_{75}$ | 15.00 | -0.22 | 0.72 |
| $t_{50}$ | 10.00 | -2.87 | 1.29 |
| $t_{25}$ | 5.00 | -1.87 | 0.61 |

b) Field Data ( 20 second saturated platoon, Speed: 40 MPH )

| $t_{100}$ | 20.00 | 11.38 | -0.20 |
| :--- | :--- | :--- | :--- |
| $t_{95}$ | 18.00 | 9.97 | -1.17 |
| $t_{75}$ | 15.00 | 1.37 | 0.06 |
| $t_{50}$ | 10.00 | 0.47 | -0.06 |
| $t_{25}$ | 5.00 | -0.65 | 0.18 |

c) CORSIM Simulation ( 20 second saturated platoon, Speed: 30 MPH )

| $t_{100}$ | 20.00 | 16.56 | -1.41 |
| :--- | :--- | :--- | :--- |
| $t_{95}$ | 19.00 | 11.11 | -0.33 |
| $t_{75}$ | 15.00 | 10.23 | -0.38 |
| $t_{50}$ | 10.00 | 10.67 | -0.81 |
| $t_{25}$ | 5.00 | 9.42 | -1.13 |
| d) CORSIM Simulation (20 second saturated platoon, Speed: 40 MPH) |  |  |  |
| $t_{100}$ | 20.00 | 11.38 | -0.21 |
| $t_{95}$ | 19.00 | 6.90 | 0.45 |
| $t_{75}$ | 15.00 | 6.31 | 0.35 |
| $t_{50}$ | 10.00 | 6.62 | 0.03 |
| $t_{25}$ | 5.00 | 5.87 | -0.25 |


a) Reduced field data.

b) Reduced data from CORSIM simulation.

Figure 36: Platoon Dispersion (20 Second Saturated Platoon, Speed: 30 MPH )

a) Reduced field data.

b) Reduced data from CORSIM simulation.

Figure 37: Platoon Dispersion (20 Second Saturated Platoon, Speed: 40 MPH)

## THEORETICAL MODELS

The Robertson model is a popular platoon dispersion model because it allows the user to transform an upstream platoon histogram into a histogram representing the platoon further downstream. With the aid of a computer spreadsheet it was relatively simple to transform histograms using the Robertson model. The spreadsheet developed for this research allowed the user to vary the average arterial speed, the initial platoon size and the platoon dispersion parameters. The parameters used to generate the histograms were the ones suggested by the TRANSYT manual for low, moderate and heavy external friction as well as those suggested by McCoy for a typical four-lane two-way arterial. Histograms were generated for the platoon dispersion parameters at speeds of 30 and 40 MPH for saturated platoons of 20 seconds. Arrival times were calculated for $5,25,50,75,95$, and 99 percent of the platoon using the theoretical Robertson model. The arrival time graphs were adjusted to reference time to the arrival time of the first vehicle in a platoon. The graphs developed using the Robertson model are presented in Figure 38 and Figure 39. Appendix B contains all the graphs obtained from Robertson model for 20, 40, and 60 seconds platoon discharge and speed limit of 30,40 , and 50 miles per hours for the same model parameters of Figure 38 and Figure 39.


Figure 38: Green Window From Robertson's Model (20 second saturated platoon, Speed: 30 MPH)


Figure 39: Green Window From Robertson's Model (20 second saturated platoon, Speed: 40 MPH)

## DISCUSSION

Several interesting trends can be observed in the figures produced in this study. As the arterial speed is increased, the platoon will obviously reach each downstream location much more quickly. The size of the platoon discharge will also effect its behavior as it proceeds downstream. In this paper, platoons with a saturated discharge of 20 seconds were presented because the best sample size distribution was obtained for the field data collected for that period. This is illustrated by examining Table 19.

Although obviously dependent on the model coefficient, the theoretical Robertson model demonstrated platoon dispersion that was much larger than the reduced field data or CORSIM simulation. As the product of the two platoon dispersion parameters increased, the platoon disperses even more quickly in the Robertson model. This is illustrated by comparing Figure 38d with Figure 38a and Figure 39d with Figure 39a.

CORSIM simulation demonstrated an overall platoon dispersion similar to the field data, as can be seen by comparing Figure 36 and Figure 37. However, the CORSIM simulation package tended to have more platoon dispersion in the beginning of the platoon when compared to the real data. For example, Figure 36b and Figure 37b show that the lines for $25 \%$ of the platoon are much higher than their equivalents in Figure 36a and Figure 37a. This trend is probably because of the car following logic in the CORSIM simulation that tends to more aggressively disperse the front vehicles in the platoon. This logic makes CORSIM simulation somewhat conservative in quantifying the benefits of coordinating downstream signals for smaller green windows downstream as it suggests that a smaller percentage of the platoon benefits from that coordination.

The graphs presented in this report provide valuable information when evaluating the benefits of coordinating two traffic signals by quantifying the percentage of platoon that would benefit of a particular green window provided at the downstream intersection. Or alternatively suggesting the green time required at the downstream intersection if a certain percentage of a platoon passage was desired.

The $R_{p}$ ratio used in equation (9-7) in the Highway Capacity Manual uses the proportion of all vehicles in movement arriving during the green phase, the effective green time, and the cycle length to estimate the progression quality and hence the arrival type. The arrival type is one of the most important factors in determining the level of service for signalized intersections, yet it merely remains a general categorization representing the quality of progression in an approximate manner. If the offset of the traffic signal downstream was perfectly tuned such that the first vehicle in the platoon arrives at the start of green, then it would be possible to use the graphs presented in this paper to quantify the percentage of platoon that would pass through a particular green window provided downstream. This information allows the practitioner to determine an upper bound on the $\mathrm{R}_{\mathrm{p}}$ ratio used in equation (9-7) in the Highway Capacity Manual to determine the arrival type, which in turn can be used to determine the level of service for signalized intersections.

To summarize, CORSIM modeled field conditions reasonably well, but tended to introduce more dispersion than observed in the field. Therefore, from an analysis perspective CORSIM would tend to underestimate the benefits of accommodating platoons. Consequently, the benefits tabulated in chapter 5 are likely on the conservative side.

## CHAPTER 7 RECOMMENDATIONS

As was mentioned in Chapter 4, a sensitivity study is needed to provide additional insight into the parameters' individual and collective impact on the performance of the platoon accommodation algorithm in improving the operational efficiency of isolated intersections (Case D-100 for Period 3). Chapter 4 illustrated an example in which platoon accommodation had a significant positive effect on the intersection's operation. Chapter 5 has shown that the complete system can be an add-on feature to existing traffic control systems already deployed resulting in a cost which is quite low. Chapter 6 illustrated that the CORSIM platoon dispersion model is reasonable for this type of analysis. Because the potential of the system has been demonstrated, it is important the maximum possible benefits can be obtained when the system is implemented. To accomplish this additional research is needed. Therefore, it is recommended that a follow-up study be conducted for the following tasks:

1) A parameter study should be conducted to determine the sensitivity of all of the various parameters identified in this research including:

Maximum Preemption Hold Time
Minimum Preemption Hold Time
Preemption Reservice Time
Preemption Delay Time
Preemption Inhibit Time

Platoon detector location
Minimum platoon size
Maximum headway between first and
last vehicles in minimum platoon size
2) A prototype field deployment should be conducted. This deployment will demonstrate the functionality of the various components under live traffic and provide real world data.
3) Warrants should be developed to provide guidance to INDOT for selecting intersections for early deployment.
Each of these tasks will be discussed below.

## Parameter Sensitivity Study

As was discussed, Task 1 is necessary to provide further information as to the relative impacts of all the various parameters identified in this research effort. Through the development of the platoon accommodation algorithm and the preliminary evaluation of its potential effects, several key findings have been made relating to the configuration of the various parameters described in Table 8.

Table 23 summarizes these findings and defines the range of values to be examined is a parameter study. It should be noted that some of the comments for these parameters are based on the specific controller used in the original research effort. It is expected that the parameter study could be completed in six months.

Table 23 Summary of Information Regarding System Parameters

| Parameter | Range | Comments |
| :---: | :---: | :---: |
| Minimum Platoon Size | 5-25 | This is one of the two parameters that control the sensitivity of the PLCs identification of platoons in the traffic stream. Through discussions held in study advisory committee meetings, it is felt that this number should range between 5 and 25 vehicles for isolated intersections. |
| Maximum Headway Between First and Last Vehicles in Minimum Size Platoon | 5-20 | This is the second of the two parameters that control the sensitivity of the PLCs identification of platoons in the traffic stream. The ranges of this parameter depend on the minimum platoon size and the number of lanes for which vehicles are being detected for platoon recognition. |
| Maximum Hold Time | 0-30 | It is thought that this parameter has little impact on the performance of the platoon algorithm. The reason for this is that one single call is placed to the controller to initiate the preemption sequence. The controller retains this call during the delay time if the locking memory setting of the preemptor is active. |
| Minimum Hold Time | 0-15 | This parameter does have a significant effect on the system. However, this value should be very low (likely zero) when the preempted approach has localized detection. In this case, the minimum hold is not needed because the local detectors can determine when the platoon has traversed the intersection. |
| Reservice Time | 0-90 | In situations when the minor phases have low to moderate volumes, this parameter should be set to zero. The controller has a reservice element already built into the preemption logic to guarantee that minor phases do not receive excessive delays from multiple preemption calls occurring within a short time span. Before the controller can reinitiate a preemption sequence that has terminated, it must service all phases on which detector calls are present. |
| Delay Time | 0-45 | This is an important setting for the strategy. It is a function of the distance of the detector upstream from the intersection, maximum platoon headway value, and average speed of platoon. When the minimum hold time is set low this setting must allow the proper amount of time to elapse for the platoon to reach the area of local detection. |
| Inhibit Time | 0-20 | This parameter influences the responsiveness of the controller to activating the beginning of a preemption hold. It should be set no lower than the maximum clearance time for any conflicting phase. |
| Detector Location | $\begin{aligned} & 0.5 \text { miles } \\ & 1.0 \text { miles } \end{aligned}$ | This parameter is likely to have an impact on the operation of the system. Little effort has been spent on understanding the sensitivity of this parameter. However, the minimum distance should be no less than the average speed of the platoon multiplied by the sum of the inhibit time and the maximum platoon headway time. |

## Prototype Field Deployment

Due to the significant progress made in this research effort, the study advisory committee has recommended that a move be made towards prototype field deployment. It is felt that
once the parameter study is completed, adequate information will exist to provide guidance as to the proper setting of the system. This section will provide some preliminary information as to how this task would be completed.

The prototype system will consist of a centralized processing approach (see Figure 14) similar to that of the expected permanent system. However, certain components of the prototype will differ from that of the envisioned system discussed in Chapter 5. The primary differences include the traffic detector and remote power supply that will be used. The RTMS unit manufactured by EIS, which was discussed in Chapter 3, will be the traffic detector used. INDOT already has one of these units in operation along the Borman Expressway that can be used for the prototype system [Boyd, 1998]. A portable generator will serve as the power supply for the remote site. INDOT can provide this equipment from one of its facilities, such as the Research Division located in West Lafayette, Indiana. The remaining equipment described in Chapter 5 including the programmable logic controller (PLC), radio equipment and traffic signal controller will be identical to the envisioned final system. These indicated changes are to allow for flexibility in testing several parameter combinations and to allow for quick set-up and take down in the field.

The prototype system is planned for deployment at one and possibly more intersections located in central Indiana. The intersection is likely to be in the jurisdiction of INDOT's Greenfield District Office. A site on U.S. 31 between Indianapolis and Kokomo has been discussed. The isolated intersection should be one in which a fully actuated controller is in use. The prototype will function as a mechanism to prove the functional operation of the equipment under live traffic conditions. It also serves as an information source for the completion of Tasks 1 and 3.

## Warrants for System Deployment

To this date little has be done relevant to this task. A key component of this involves an understanding of the expected benefits of a well-calibrated installation. Task 1 should help in providing this information. Some possible concepts that may want to be incorporated into warrant guidelines include:

Minimum total volume for intersection,

Critical ratio between volumes on the major and minor roads,

Relative speed difference between the major roads,
Development of some type of platooning index which could be easily applied, and High number of rear-end type accidents along a roadway.
These concepts should serve as a starting point from which this task can develop.

## Future Enhancements

This research has demonstrated that platoon accommodation can have a significant impact on the operational efficiency of an isolated intersection. In the future, it is likely that this strategy will evolve to increased levels of sophistication.

For example, the current system only detects platoons on one approach to the intersection. It is reasonable to infer that it would be desirable to have a strategy that will accommodate platoons from two or more directions. As this task of identifying platoons on multiple approaches develops, it may become necessary to monitor the current state of the signal in order to determine the accommodation technique that should be implemented.

The system architecture developed in the research effort can accommodate this expansion. The deployment of additional remote sites connected to the same communications system, which provides the PLC with vehicle arrival data, can be constructed. The program logic in the PLC can be modified to deal with multiple input sources and to provide multiple outputs enabling different accommodation strategies to be implemented. Therefore, there is great potential for this system to evolve through multiple generations when new strategies are conceived.
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APPENDIX A

PLC LADDER LOGIC FOR PLATOON DETECTION ALGORITHM


Figure A-1 PLC Platoon Accommodation Algorithm


Figure A-1 PLC Platoon Accommodation Algorithm (continued)

Table A-1 PLC Ladder Logic Functions

| Function | Description |
| :--- | :--- |
| TMR | Timer that increments time while receiving <br> power and resets when power is lost. |
| MOVE_WORD | Copies data from one memory location to <br> another. |
| ONDTR | Timer that counts down time when <br> receiving power. |
| MOVE_INT | Pastes data into a specified range of cells. |
| SHFR_WORD | Shift-register of a specified number of <br> memory locations. |
| ADD_INT | Adds the contents of two memory locations <br> and writes the answer into a different <br> location. |
| LE_INT | Less than or equal logical function. |

## APPENDIX B

TRANSFORMING PLATOON HISTOGRAMS USING ROBERTSON'S MODEL

This appendix contains the theory used to construct the graphs summarized in chapter 6 . The following text illustrates how the observed histogram in Figure B-1 is transformed to the histogram in Figure B-2, which represents the conditions at 500 ft . downstream. Subsequent text, figures, and tables explain how the final tabulations in chapter 6 were derived.
$q_{2}(j)=\frac{1}{1+\alpha \beta \tau} q_{1}(j)+\left(1-\frac{1}{1+\alpha \beta \tau}\right) q_{2}(j-1) \quad$ (Robertson Model-General Equation)
$\alpha$ and $\beta$ are platoon dispersion parameters that can be changed to better represent the conditions on a given roadway. In the following example, the two parameters were chosen to best represent a four-lane two-way road according to McCoy. The two parameters used in this example are:
$\alpha=0.15$
$\beta=0.97$

The average travel time factor is represented by $\tau$. This factor is the average time it takes a vehicle to travel the distance between two histograms. For example, if the stop-line histogram is being transformed to represent the platoon at 500 ft . downstream then the travel time factor would simply be the average time it takes a vehicle to travel 500 ft . In this example, we are transforming the stop-line histogram to a distance of 500 ft downstream with an average arterial speed of 30 mph . Therefore the average travel time is calculated to be 11.4 seconds.
$\mathrm{q}_{1}(\mathrm{j})$ is taken from the histogram that is being transformed (Figure B-1) and is equal to the number of vehicles in the bin that corresponds to the bin that is being calculated in the transformed histogram.

$$
q_{1}(j)=12.55 \text { (Figure B-1) }
$$

$\mathrm{q}_{2}(\mathrm{j}-1)$ is taken from the transformed histogram (Figure B-2). It is equal to the number of vehicles in the bin immediately preceding the bin that is being calculated.
$q_{2}(j-1)=7.09$ (Figure B-2)
$\mathrm{q}_{2}(\mathrm{j})$ is the bin in the transformed histogram that is being computed. The calculation is completed using the Robertson model as follows:
$q_{2}(j)=\frac{1}{1+\alpha \beta \tau} q_{1}(j)+\left(1-\frac{1}{1+\alpha \beta \tau}\right) q_{2}(j-1)$
Computing: $\frac{1}{1+\alpha \beta \tau}=\frac{1}{1+(0.15)(0.97)(11.4)}=0.369$
$q_{2}(j)=(0.369)^{\star}(12.55)+(1-0.369)^{\star}(7.00)$
$q_{2}(j)=9.15$

Histograms were generated for each of the platoon dispersion parameters at speeds of 30 , 40 and 50 MPH . Additionally, for each combination of parameters and arterial speeds, theoretical histograms were developed for saturated platoons of 20,40 and 60 seconds. The histograms developed by the spreadsheet are presented in figures and are summarized below.

Figure B-3, Figure B-4, Figure B-5, and Figure B-6 contain the theoretical histograms for a 20 second discharge platoon on a 30 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-7, Figure B-8, Figure B-9, and Figure B-10 contain the theoretical histograms for a 20 second discharge platoon on a 40 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-11, Figure B-12, Figure B-13, and Figure B-14 contain the theoretical histograms for a 20 second discharge platoon on a 50 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-15, Figure B-16, Figure B-17, and Figure B18 contain the theoretical histograms for a 40 second discharge platoon on a 30 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-19, Figure B-20, Figure B-21, and Figure B-22 contain the theoretical histograms for a 40 second discharge platoon on a 40 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-23, Figure B-24, Figure B-25, and Figure B-26 contain the theoretical histograms for a 40 second discharge platoon on a 50 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-27, Figure B-28, Figure B-29, and Figure B-30 contain the theoretical histograms for a 60 second discharge platoon on a 30 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-31, Figure B-32, Figure B-33, and Figure B-34 contain the theoretical histograms for a 60 second discharge platoon on a 40 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

Figure B-35, Figure B-36, Figure B-37, and Figure B-38 contain the theoretical histograms for a 60 second discharge platoon on a 50 MPH arterial using the first four $\alpha$ and $\beta$ values shown in Table B-1.

The figures containing the histogram plots are again summarized in Table B-1.

Several interesting trends can be observed in the figures that have been summarized above. As the product of the two platoon dispersion parameters increase, the platoon disperses more quickly. As a platoon becomes more and more dispersed the histogram representing that platoon will spread out and become flatter. Larger dispersion parameters will also cause the center of the platoon to take longer to arrive at the downstream location. These trends are apparent when comparing the histograms for a location of 2000 ft . downstream with varying dispersion parameters. Compare Figure B-3d, Figlie B-4d, Figure $B-5 d$, and Figure B-6d. These same trends will continue and become even more pronounced as the platoon continues further downstream. Compare B-3h, Figure B-4h, Figure B-5h, and Figure B-6h which represent a platoon at 8000 ft . downstream. The figures just discussed consider an arterial with an average speed of 30 MPH and a 20 -second saturated platoon discharge. The observed trends remained similar when the size of the
platoon discharge and the average arterial speed was changed. With an average arterial speed of 50 MPH the same trend can be seen by comparing Figure B-11h with Figure B14 h . The only variables that are different in these two histograms are the platoon dispersion parameters.

If the platoon dispersion parameters are held constant, changes in the histograms can be observed which are only dependent on speed and platoon size. As the arterial speed is increased, the center of the platoon will obviously reach each downstream location much more quickly. Also, the platoon will not disperse quite as quickly. These trends can be observed by comparing Figure B-3d, Figure B-7d, and Figure B-11d. This trend is somewhat more obvious as the platoon travels further downstream to a distance of 8000 ft . as can be seen in Figure B-3h, Figure B-7h, and Figure B-11h.

The size of the platoon will also effect its behavior as it proceeds downstream. In this research, saturated platoons of 20,40 and 60 seconds were used. The same basic trends discussed in previous paragraphs are also apparent for these larger platoon discharges. Initially the histograms representing the different platoon discharges will be very different but as they proceed downstream the histograms will take nearly the same shape. These trends can be evaluated by comparing Figure B-3, Figure B-15, and Figure B-27. Note that in Figure B-3d, Figure B-15d, and Figure B-27d that the histograms are very different but in Figure $B-3 h$, Figure $B-15 h$, and Figure B-27h that the histograms are nearly identical. Additional comparisons can be made with the other figures provided which will yield similar observations.

From the histogram plots it is also useful to find the arrival times of the platoon at varying downstream distances. The arrival times represent the time it takes for a certain percentage of the platoon to arrive at a certain downstream location. For example, $\mathrm{t}_{50}$ at 2000 ft . would represent the time that it takes for $50 \%$ of the platoon to travel 2000 ft . Such information can be useful when determining whether or not it is beneficial to coordinate a downstream signal with the upstream signal that originally generates the platoon. Arrival times have been calculated for $5,25,50,75,95$, and 99 percent of the platoon. The procedure for reading arrival times has been shown in Figure B-39. The histogram represents a 20 -second saturated platoon traveling at a speed of 30 MPH when it has a reached a point of 2000 ft . downstream.

The arrival times are summarized in tables and have been organized as follows:

Table B-2: 20-second saturated platoon, Speed: 30 MPH
Table B-3: 20-second saturated platoon, Speed: 40 MPH
Table B-4: 20-second saturated platoon, Speed: 50 MPH
Table B-5: 40-second saturated platoon, Speed: 30 MPH
Table B-6: 40-second saturated platoon, Speed: 40 MPH
Table B-7: 40-second saturated platoon, Speed: 50 MPH
Table B-8: 60-second saturated platoon, Speed: 30 MPH
Table B-9: 60-second saturated platoon, Speed: 40 MPH
Table B-10: 60-second saturated platoon, Speed: 50 MPH

From the histogram plots it is possible to find the arrival times for any percentage of the platoon at a certain distance downstream. The arrival time graphs can be adjusted to represent the green window necessary at the downstream signal to allow a certain percentage of the platoon to pass. The arrival times can be adjusted to green window times by simply subtracting the time it takes for the first vehicle in the platoon to arrive at the downstream signal. The arrival times that were found by reading Figure B-39 are plotted in Figure B-40. The arrival times in Figure B-40 have been transformed to green window times in Figure B-41. The arrival times for a 20 -second saturated platoon and a speed of 40 MPH is presented in Figure B-42 and adjusted to green window time in Figure B-43.The necessary green window for a downstream signal is valuable information when evaluating the benefits of coordinating two traffic signals. For the purpose of this research, the theoretical graphs that were developed are compared to graphs of data that was generated by simulation and by data that was observed in the field. For convenience, the theoretical green window time graphs for a 20 -second platoon and arterial speeds of 30 and 40 MPH are presented in Figure B-53 and Figure B-54.

As discussed before, as the product of the two platoon dispersion parameters increases so does the dispersion observed in the platoon. Therefore, it would be expected that a platoon with a higher degree of dispersion would require a larger downstream green window to service the platoon. There is a dramatic difference in the amount of green window time necessary when comparing parts a) and c) in Figure B-44. The arterial speed will also affect
the green window times. By comparing Figure B-44 and Figure B-46 it can be seen that a higher speed will require a lower green window time when compared to a lower speed. The times for these figures can be read in Table B-3 and Table B-4. Finally, the size of the platoon will also impact the green window time. Obviously, a larger platoon will require more green time than will a smaller platoon. This tendency can be seen in Figure B-44, Figure B47 and Figure B-50.

Table B-1: Summary of histogram figures.

| Platoon Length | Arterial(MPH) | Speed | Dispersion Parameters |  | Figure |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\alpha$ | $\beta$ |  |
| Twenty (20) second saturated platoon | 30 |  | 0.15 | 0.97 | Figure B-3 |
|  |  |  | 0.25 | 0.80 | Figure B-4 |
|  |  |  | 0.35 | 0.80 | Figure B-5 |
|  |  |  | 0.50 | 0.80 | Figure B-6 |
|  | 40 |  | 0.15 | 0.97 | Figure B-7 |
|  |  |  | 0.25 | 0.80 | Figure B-8 |
|  |  |  | 0.35 | 0.80 | Figure B-9 |
|  |  |  | 0.50 | 0.80 | Figure B-10 |
|  | 50 |  | 0.15 | 0.97 | Figure B-11 |
|  |  |  | 0.25 | 0.80 | Figure B-12 |
|  |  |  | 0.35 | 0.80 | Figure B-13 |
|  |  |  | 0.50 | 0.80 | Figure B-14 |
| Forty (40) second saturated platoon | 30 |  | 0.15 | 0.97 | Figure B-15 |
|  |  |  | 0.25 | 0.80 | Figure B-16 |
|  |  |  | 0.35 | 0.80 | Figure B-17 |
|  |  |  | 0.50 | 0.80 | Figure B-18 |
|  | 40 |  | 0.15 | 0.97 | Figure B-19 |
|  |  |  | 0.25 | 0.80 | Figure B-20 |
|  |  |  | 0.35 | 0.80 | Figure B-21 |
|  |  |  | 0.50 | 0.80 | Figure B-22 |
|  | 50 |  | 0.15 | 0.97 | Figure B-23 |
|  |  |  | 0.25 | 0.80 | Figure B-24 |
|  |  |  | 0.35 | 0.80 | Figure B-25 |
|  |  |  | 0.50 | 0.80 | Figure B-26 |
| Sixty (60) second saturated platoon | 30 |  | 0.15 | 0.97 | Figure B-27 |
|  |  |  | 0.25 | 0.80 | Figure B-28 |
|  |  |  | 0.35 | 0.80 | Figure B-29 |
|  |  |  | 0.50 | 0.80 | Figure B-30 |
|  | 40 |  | 0.15 | 0.97 | Figure B-31 |
|  |  |  | 0.25 | 0.80 | Figure B-32 |
|  |  |  | 0.35 | 0.80 | Figure B-33 |
|  |  |  | 0.50 | 0.80 | Figure B-34 |
|  | 50 |  | 0.15 | 0.97 | Figure B-35 |
|  |  |  | 0.25 | 0.80 | Figure B-36 |
|  |  |  | 0.35 | 0.80 | Figure B-37 |
|  |  |  | 0.50 | 0.80 | Figure B-38 |

Table B-2: Arrival times at different downstream distances (20 second saturated platoon, speed: 30 MPH )
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | 4000 ft. | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathrm{ft}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{5}$ | 2.4 | 5.2 | 10.5 | 18.6 | 30.0 | 47.0 | 70.9 |
| $\mathbf{t}_{25}$ | 7.8 | 12.6 | 20.8 | 33.5 | 51.5 | 78.6 | 115.8 |
| $\mathbf{t}_{50}$ | 13.2 | 18.9 | 30.0 | 47.9 | 72.5 | 109.2 | 158.8 |
| $\mathbf{t}_{75}$ | 18.3 | 25.6 | 42.0 | 66.9 | 99.8 | 148.8 | 213.7 |
| $\boldsymbol{t}_{95}$ | 25.1 | 38.7 | 66.2 | 104.6 | 152.4 | 224.7 | 318.1 |
| $\mathbf{t}_{99}$ | 31.9 | 51.1 | 89.4 | 139.6 | 200.2 | 294.0 | 412.3 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t .}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 2.8 | 6.4 | 13.3 | 23.9 | 39.1 | 62.4 | 95.2 |
| $\mathbf{t}_{25}$ | 8.6 | 14.7 | 25.6 | 42.9 | 67.7 | 104.9 | 156.1 |
| $\mathbf{t}_{50}$ | 14.2 | 21.7 | 37.3 | 62.0 | 95.9 | 146.4 | 214.5 |
| $\mathbf{t}_{75}$ | 19.4 | 30.2 | 53.1 | 87.5 | 132.8 | 200.2 | 289.4 |
| $\mathbf{t}_{95}$ | 28.2 | 47.4 | 85.6 | 138.4 | 204.1 | 303.6 | 431.9 |
| $\mathbf{t}_{99}$ | 37.1 | 63.8 | 116.8 | 185.8 | 269.1 | 398.1 | 560.7 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{~ t t .}$ | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$ | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{5}$ | 3.2 | 8.1 | 17.0 | 31.2 | 52.4 | 84.9 | 130.8 |
| $\mathbf{t}_{25}$ | 9.7 | 17.6 | 32.4 | 56.6 | 91.4 | 143.5 | 215.1 |
| $\mathbf{t}_{50}$ | 15.6 | 26.0 | 48.0 | 82.7 | 130.3 | 201.0 | 296.4 |
| $\mathbf{t}_{75}$ | 21.3 | 37.2 | 69.6 | 117.9 | 181.3 | 275.6 | 400.5 |
| $\mathbf{t}_{95}$ | 33.1 | 60.4 | 114.2 | 188.2 | 280.2 | 419.4 | 599.0 |
| $\mathbf{t}_{99}$ | 44.9 | 82.7 | 157.2 | 253.8 | 370.3 | 550.9 | 778.4 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | 500 ft. | 1000 ft. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t}$. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{t}_{5}$ | 3.9 | 10.2 | 22.2 | 42.0 | 72.1 | 118.5 | 184.2 |
| $\boldsymbol{t}_{25}$ | 11.0 | 21.5 | 42.5 | 77.2 | 126.9 | 201.4 | 303.7 |
| $\boldsymbol{t}_{50}$ | 17.5 | 32.5 | 64.2 | 113.9 | 181.9 | 282.9 | 419.1 |
| $\boldsymbol{t}_{75}$ | 24.6 | 47.9 | 94.4 | 163.5 | 254.1 | 388.8 | 567.3 |
| $\boldsymbol{t}_{95}$ | 40.8 | 80.2 | 157.3 | 263.0 | 394.3 | 593.2 | 849.7 |
| $\boldsymbol{t}_{99}$ | 56.9 | 111.3 | 217.9 | 355.9 | 522.1 | 780.1 | 1105.1 |

Table B-3: Arrival times at different downstream distances (20 second saturated platoon, Speed: 40 MPH)
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | 500 ft . | 1000 ft . | 2000 ft . | 3000 ft . | 4000 ft . | 6000 ft . | 8000 ft . |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{5}$ | 2.2 | 4.4 | 8.5 | 14.9 | 23.7 | 36.6 | 54.6 |
| $\mathrm{t}_{25}$ | 7.2 | 11.0 | 17.6 | 27.2 | 40.7 | 61.0 | 88.9 |
| $\mathrm{t}_{50}$ | 12.4 | 16.9 | 25.2 | 38.5 | 56.9 | 84.4 | 121.6 |
| $\mathrm{t}_{75}$ | 17.5 | 22.7 | 34.7 | 53.2 | 77.8 | 114.5 | 163.2 |
| $\mathrm{t}_{95}$ | 23.2 | 33.1 | 53.4 | 82.1 | 117.9 | 172.1 | 242.2 |
| $\mathrm{t}_{99}$ | 28.6 | 42.8 | 71.2 | 108.8 | 154.3 | 224.6 | 313.4 |

$\alpha=0.25$ \& $\beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t .}$ | 3000 ft. | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t .}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 2.4 | 5.3 | 10.7 | 19.0 | 30.7 | 48.3 | 72.9 |
| $\mathbf{t}_{25}$ | 7.8 | 12.7 | 21.2 | 34.3 | 52.9 | 80.8 | 119.1 |
| $\mathbf{t}_{50}$ | 13.2 | 19.1 | 30.6 | 49.1 | 74.5 | 112.3 | 163.4 |
| $\mathbf{t}_{75}$ | 18.4 | 26.0 | 42.9 | 68.6 | 102.5 | 153.0 | 219.9 |
| $\mathbf{t}_{95}$ | 25.4 | 39.4 | 67.8 | 107.4 | 156.7 | 231.3 | 327.5 |
| $\mathbf{t}_{99}$ | 32.3 | 52.1 | 91.6 | 143.4 | 205.9 | 302.6 | 424.6 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | 500 ft . | 1000 ft . | 2000 ft . | 3000 ft . | 4000 ft . | 6000 ft . | 8000 ft . |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{5}$ | 2.8 | 6.6 | 13.8 | 24.8 | 40.8 | 65.2 | 99.7 |
| $\mathrm{t}_{25}$ | 8.7 | 15.1 | 26.4 | 44.6 | 70.7 | 109.8 | 163.4 |
| $\mathrm{t}_{50}$ | 14.4 | 22.2 | 38.6 | 64.6 | 100.2 | 153.2 | 224.7 |
| $\mathrm{t}_{75}$ | 19.6 | 31.1 | 55.2 | 91.3 | 138.9 | 209.6 | 303.3 |
| $\mathrm{t}_{95}$ | 28.8 | 49.0 | 89.2 | 144.6 | 213.6 | 318.1 | 452.8 |
| t99 | 38.0 | 66.1 | 121.8 | 194.3 | 281.7 | 417.2 | 587.9 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | 6000 ft. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 3.4 | 8.4 | 18.0 | 33.0 | 55.7 | 90.5 | 139.7 |
| $\mathbf{t}_{\mathbf{2 5}}$ | 9.9 | 18.3 | 34.1 | 60.1 | 97.3 | 153.2 | 229.9 |
| $\mathbf{t}_{50}$ | 15.9 | 27.1 | 50.7 | 87.9 | 138.9 | 214.7 | 316.8 |
| $\mathbf{t}_{75}$ | 21.8 | 39.0 | 73.7 | 125.5 | 193.4 | 294.5 | 428.3 |
| $\mathbf{t}_{95}$ | 34.3 | 63.7 | 121.4 | 200.6 | 299.2 | 448.4 | 640.8 |
| $\mathbf{t}_{99}$ | 46.9 | 87.5 | 167.3 | 270.8 | 395.6 | 589.1 | 832.9 |

Table B-4: Arrival times at different downstream distances ( 20 second saturated platoon, Speed: 50 MPH)
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | 500 ft. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathrm{ft}$ | 3000 ft. | 4000 ft. | 6000 ft. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 0.4 | 3.8 | 7.2 | 12.5 | 19.8 | 30.3 | 44.8 |
| $\mathbf{t}_{25}$ | 6.8 | 10.0 | 15.5 | 23.4 | 34.2 | 50.5 | 72.8 |
| $\mathbf{t}_{50}$ | 12.0 | 15.6 | 22.3 | 32.9 | 47.6 | 69.6 | 99.3 |
| $\mathbf{t}_{75}$ | 17.0 | 21.0 | 30.3 | 45.1 | 64.7 | 94.0 | 132.9 |
| $\mathbf{t}_{95}$ | 22.0 | 29.8 | 45.8 | 68.7 | 97.3 | 140.6 | 196.6 |
| $\mathbf{t}_{99}$ | 26.7 | 37.9 | 60.4 | 90.4 | 126.8 | 183.0 | 254.0 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | 500 ft. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{\mathrm { ft }}$ | $\mathbf{3 0 0 0} \mathbf{f t .}$ | 4000 ft. | 6000 ft. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 2.2 | 4.6 | 9.1 | 16.1 | 25.6 | 39.7 | 59.5 |
| $\mathbf{t}_{25}$ | 7.4 | 11.5 | 18.6 | 29.1 | 44.0 | 66.3 | 97.0 |
| $\mathbf{t}_{50}$ | 12.6 | 17.5 | 26.6 | 41.3 | 61.6 | 91.9 | 132.7 |
| $\mathbf{t}_{75}$ | 17.7 | 23.5 | 36.9 | 57.3 | 84.4 | 124.8 | 178.3 |
| $\mathbf{t}_{95}$ | 23.7 | 34.8 | 57.3 | 88.8 | 128.2 | 187.9 | 264.9 |
| $\mathbf{t}_{99}$ | 29.6 | 45.3 | 76.6 | 118.0 | 168.0 | 245.4 | 342.9 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathrm{ft}$. | $\mathbf{3 0 0 0} \mathrm{ft}$. | 4000 ft. | $\mathbf{6 0 0 0} \mathrm{ft}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 2.5 | 5.8 | 11.7 | 20.8 | 33.8 | 53.3 | 81.0 |
| $\mathbf{t}_{25}$ | 8.1 | 13.5 | 22.8 | 37.4 | 58.2 | 89.5 | 132.4 |
| $\boldsymbol{t}_{50}$ | 13.6 | 20.0 | 33.0 | 53.7 | 82.2 | 124.6 | 181.8 |
| $\mathbf{t}_{75}$ | 18.7 | 27.5 | 46.6 | 75.4 | 113.4 | 170.0 | 244.9 |
| $\boldsymbol{t}_{95}$ | 26.3 | 42.3 | 74.2 | 118.5 | 173.7 | 257.3 | 365.1 |
| $\mathbf{t}_{99}$ | 33.9 | 56.3 | 100.7 | 158.7 | 228.6 | 337.0 | 473.6 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathrm{ft}$. | $\mathbf{1 0 0 0} \mathrm{ft}$. | 2000 ft | $\mathbf{3 0 0 0} \mathrm{ft}$. | 4000 ft. | 6000 ft. | $\mathbf{8 0 0 0} \mathrm{ft}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{t}_{5}$ | 3.0 | 7.2 | 15.2 | 27.6 | 45.8 | 73.6 | 113.0 |
| $\mathrm{t}_{25}$ | 9.1 | 16.2 | 29.0 | 49.8 | 79.5 | 124.2 | 185.6 |
| $\mathrm{t}_{50}$ | 14.9 | 23.8 | 42.6 | 72.4 | 113.1 | 173.7 | 255.4 |
| $\mathrm{t}_{75}$ | 20.3 | 33.7 | 61.3 | 102.7 | 157.1 | 237.9 | 345.0 |
| $\mathrm{t}_{95}$ | 30.6 | 53.9 | 99.9 | 163.3 | 242.1 | 361.5 | 515.5 |
| $\mathrm{t}_{99}$ | 40.9 | 73.2 | 137.0 | 219.8 | 319.7 | 474.5 | 669.5 |

Table B-5: Arrival times at different downstream distances (40 second saturated platoon, Speed: 30 MPH )
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{~ f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 4.0 | 7.6 | 14.1 | 23.5 | 36.3 | 54.6 | 79.3 |
| $\mathbf{t}_{\mathbf{2 5}}$ | 13.2 | 18.9 | 28.8 | 42.6 | 61.0 | 88.3 | 125.5 |
| $\mathbf{t}_{50}$ | 23.3 | 29.7 | 41.3 | 58.7 | 83.1 | 119.6 | 169.0 |
| $\mathbf{t}_{75}$ | 33.3 | 39.8 | 54.6 | 78.6 | 110.9 | 159.6 | 224.2 |
| $\mathbf{t}_{95}$ | 42.2 | 53.8 | 79.4 | 116.7 | 163.9 | 235.8 | 328.9 |
| $\mathbf{t}_{99}$ | 49.0 | 66.3 | 102.6 | 151.8 | 211.8 | 305.2 | 423.2 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{~ t .}$. | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{5}$ | 4.5 | 9.2 | 17.4 | 29.8 | 46.5 | 70.6 | 104.0 |
| $\mathbf{t}_{25}$ | 14.2 | 21.6 | 34.3 | 52.4 | 77.3 | 114.7 | 165.9 |
| $\mathbf{t}_{50}$ | 24.5 | 33.0 | 48.4 | 72.7 | 106.3 | 156.7 | 224.7 |
| $\mathbf{t}_{75}$ | 34.5 | 43.8 | 65.1 | 98.8 | 143.6 | 210.7 | 299.8 |
| $\mathbf{t}_{95}$ | 44.6 | 61.6 | 98.0 | 150.0 | 215.3 | 314.4 | 442.5 |
| $\mathbf{t}_{99}$ | 53.4 | 78.1 | 129.3 | 197.5 | 280.3 | 408.9 | 571.3 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{~ f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 5.2 | 11.2 | 22.0 | 38.2 | 60.5 | 93.6 | 140.0 |
| $\mathbf{t}_{25}$ | 15.6 | 25.2 | 41.7 | 66.3 | 101.1 | 153.4 | 225.0 |
| $\mathbf{t}_{\mathbf{5 0}}$ | 26.2 | 37.5 | 58.9 | 93.2 | 140.6 | 211.2 | 306.5 |
| $\mathbf{t}_{75}$ | 36.3 | 50.0 | 81.1 | 128.8 | 191.9 | 286.0 | 410.8 |
| $\mathbf{t}_{95}$ | 48.5 | 73.7 | 126.0 | 199.3 | 291.0 | 430.0 | 609.4 |
| $\mathbf{t}_{99}$ | 60.2 | 96.0 | 169.0 | 265.0 | 381.2 | 561.5 | 788.9 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t .}$ | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t .}$ | 4000 ft. | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 6.2 | 14.0 | 28.3 | 49.9 | 80.8 | 127.6 | 193.6 |
| $\mathbf{t}_{25}$ | 17.5 | 30.2 | 52.2 | 87.0 | 136.7 | 211.3 | 313.6 |
| $\mathbf{t}_{\mathbf{5 0}}$ | 28.6 | 43.8 | 74.8 | 124.2 | 192.1 | 293.1 | 429.2 |
| $\mathbf{t}_{75}$ | 38.9 | 60.0 | 105.5 | 174.1 | 264.6 | 399.1 | 577.5 |
| $\mathbf{t}_{95}$ | 55.1 | 92.6 | 168.5 | 273.8 | 404.9 | 603.6 | 860.0 |
| $\mathbf{t}_{99}$ | 71.3 | 123.8 | 229.2 | 366.8 | 532.8 | 790.5 | 1115.4 |

Table B-6: Arrival times at different downstream distances (40 second saturated platoon, Speed: 40 MPH)
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t .}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 3.6 | 6.5 | 11.6 | 19.1 | 29.1 | 43.4 | 62.4 |
| $\mathbf{t}_{25}$ | 12.4 | 16.9 | 24.8 | 35.8 | 49.9 | 70.5 | 98.6 |
| $\mathbf{t}_{50}$ | 22.5 | 27.3 | 36.4 | 49.5 | 67.6 | 94.9 | 131.9 |
| $\mathbf{t}_{75}$ | 32.5 | 37.4 | 47.8 | 65.3 | 89.3 | 125.5 | 173.9 |
| $\boldsymbol{t}_{95}$ | 40.9 | 49.0 | 67.4 | 94.8 | 129.9 | 183.5 | 253.2 |
| $\boldsymbol{t}_{99}$ | 46.2 | 58.9 | 85.3 | 121.7 | 166.4 | 236.1 | 324.5 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t .}$ | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t .}$ | 6000 ft. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{t}_{5}$ | 4.1 | 7.8 | 14.3 | 24.1 | 37.2 | 56.0 | 81.3 |
| $\boldsymbol{t}_{25}$ | 13.2 | 19.1 | 29.3 | 43.5 | 62.4 | 90.5 | 128.9 |
| $\boldsymbol{t}_{50}$ | 23.4 | 29.9 | 41.9 | 59.9 | 85.0 | 122.7 | 173.6 |
| $\boldsymbol{t}_{75}$ | 33.4 | 40.2 | 55.4 | 80.2 | 113.6 | 163.8 | 230.5 |
| $\boldsymbol{t}_{95}$ | 42.4 | 54.5 | 80.9 | 119.4 | 168.1 | 242.3 | 338.2 |
| $\boldsymbol{t}_{99}$ | 49.4 | 67.3 | 104.8 | 155.6 | 217.5 | 313.7 | 435.4 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | 500 ft . | 1000 ft . | 2000 ft . | 3000 ft . | 4000 ft . | 6000 ft . | 8000 ft . |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{5}$ | 4.6 | 9.4 | 18.1 | 30.8 | 48.3 | 73.5 | 108.5 |
| $\mathrm{t}_{25}$ | 14.4 | 22.1 | 35.3 | 54.1 | 80.3 | 119.5 | 173.3 |
| $\mathrm{t}_{50}$ | 24.7 | 33.5 | 49.7 | 75.2 | 110.6 | 163.5 | 234.9 |
| $\mathrm{t}_{75}$ | 34.8 | 44.5 | 67.1 | 102.5 | 149.7 | 220.1 | 313.7 |
| $\mathrm{t}_{95}$ | 45.0 | 63.1 | 101.5 | 156.1 | 224.7 | 328.8 | 463.3 |
| $\mathrm{t}_{99}$ | 54.2 | 80.3 | 134.2 | 205.9 | 292.9 | 428.0 | 598.5 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathrm{ft}$. | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathrm{ft}$. | $\mathbf{4 0 0 0} \mathrm{ft}$. | $\mathbf{6 0 0 0} \mathrm{ft}$. | $\mathbf{8 0 0 0} \mathrm{ft}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 5.4 | 11.7 | 23.1 | 40.2 | 63.9 | 99.3 | 148.9 |
| $\mathbf{t}_{25}$ | 15.9 | 26.1 | 43.5 | 69.8 | 107.1 | 163.0 | 239.8 |
| $\mathbf{t}_{50}$ | 26.6 | 38.5 | 61.5 | 98.4 | 149.2 | 224.9 | 326.9 |
| $\mathbf{t}_{75}$ | 36.8 | 51.6 | 85.1 | 136.3 | 204.0 | 304.9 | 438.6 |
| $\mathbf{t}_{95}$ | 49.5 | 76.8 | 133.1 | 211.7 | 309.9 | 458.9 | 651.2 |
| $\mathbf{t}_{99}$ | 62.0 | 100.6 | 179.0 | 282.0 | 406.4 | 599.6 | 843.3 |

Table B-7: Arrival times at different downstream distances (40 second saturated platoon, Speed: 50 MPH)
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 3.3 | 5.7 | 10.0 | 16.3 | 24.6 | 36.5 | 52.1 |
| $\mathbf{t}_{25}$ | 12.0 | 15.6 | 22.2 | 31.4 | 43.1 | 59.8 | 82.3 |
| $\mathbf{t}_{50}$ | 22.0 | 25.9 | 33.4 | 44.0 | 58.4 | 80.1 | 109.7 |
| $\mathbf{t}_{75}$ | 32.0 | 35.9 | 44.0 | 57.6 | 76.5 | 105.3 | 143.8 |
| $\mathbf{t}_{95}$ | 40.0 | 46.3 | 60.4 | 81.9 | 109.7 | 152.3 | 207.9 |
| $\mathbf{t}_{99}$ | 44.7 | 54.6 | 75.1 | 103.8 | 139.4 | 194.9 | 265.4 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 3.7 | 6.8 | 12.3 | 20.4 | 31.3 | 46.8 | 67.5 |
| $\mathbf{t}_{25}$ | 12.6 | 17.5 | 26.0 | 37.9 | 53.3 | 75.9 | 106.6 |
| $\mathbf{t}_{50}$ | 22.7 | 28.0 | 37.9 | 52.3 | 72.2 | 102.3 | 143.0 |
| $\mathbf{t}_{75}$ | 32.7 | 38.2 | 49.8 | 69.2 | 95.7 | 135.7 | 189.0 |
| $\mathbf{t}_{95}$ | 41.3 | 50.4 | 70.9 | 101.3 | 140.0 | 199.1 | 275.8 |
| $\mathbf{t}_{99}$ | 47.1 | 61.1 | 90.4 | 130.6 | 180.0 | 256.7 | 354.0 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | 500 ft . | 1000 ft . | 2000 ft . | 3000 ft . | 4000 ft . | 6000 ft . | 8000 ft . |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{5}$ | 4.2 | 8.3 | 15.5 | 26.2 | 40.6 | 61.3 | 89.5 |
| $\mathrm{t}_{25}$ | 13.6 | 20.0 | 31.1 | 46.7 | 67.8 | 99.2 | 142.2 |
| $\mathrm{t}_{50}$ | 23.8 | 31.0 | 44.2 | 64.5 | 92.7 | 134.9 | 192.0 |
| $\mathrm{t}_{75}$ | 33.8 | 41.4 | 58.9 | 86.9 | 124.4 | 180.7 | 255.4 |
| $\mathrm{t}_{95}$ | 43.2 | 57.0 | 87.0 | 130.4 | 185.1 | 268.2 | 375.8 |
| $\mathrm{t}_{99}$ | 50.8 | 71.2 | 113.6 | 170.6 | 240.1 | 348.0 | 484.3 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | 500 ft. | 1000 ft. | 2000 ft. | $\mathbf{3 0 0 0} \mathrm{ft}$. | 4000 ft. | $\mathbf{6 0 0 0} \mathrm{ft}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{5}$ | 4.9 | 10.2 | 19.8 | 34.1 | 53.5 | 82.2 | 122.0 |
| $\mathbf{t}_{25}$ | 14.9 | 23.5 | 38.1 | 59.4 | 89.3 | 134.0 | 195.4 |
| $\mathbf{t}_{50}$ | 25.3 | 35.3 | 53.6 | 82.9 | 123.5 | 184.0 | 265.6 |
| $\mathbf{t}_{75}$ | 35.4 | 46.8 | 73.0 | 113.7 | 167.8 | 248.4 | 355.3 |
| $\mathbf{t}_{95}$ | 46.5 | 67.6 | 111.9 | 174.6 | 253.1 | 372.2 | 525.9 |
| $\mathbf{t}_{99}$ | 56.8 | 87.0 | 149.1 | 231.2 | 330.7 | 485.2 | 680.1 |

Table B-8: Arrival times at different downstream distances ( 60 second saturated platoon, Speed: 30 MPH )
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | 500 ft . | 1000 ft . | 2000 ft . | 3000 ft . | 4000 ft . | 6000 ft . | 8000 ft . |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{5}$ | 5.3 | 9.5 | 16.7 | 27.1 | 41.0 | 60.6 | 86.5 |
| $\mathrm{t}_{25}$ | 18.3 | 24.4 | 35.3 | 50.5 | 69.9 | 97.6 | 135.1 |
| $\mathrm{t}_{50}$ | 33.3 | 39.8 | 52.3 | 69.9 | 93.9 | 130.2 | 179.4 |
| $\mathrm{t}_{75}$ | 48.3 | 54.9 | 68.4 | 91.2 | 122.8 | 170.8 | 235.2 |
| $\mathrm{t}_{95}$ | 60.5 | 70.6 | 94.1 | 130.0 | 176.4 | 247.6 | 340.2 |
| $\mathrm{t}_{99}$ | 67.3 | 83.3 | 117.5 | 165.4 | 224.5 | 317.1 | 434.6 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 6.0 | 11.3 | 20.5 | 34.0 | 52.1 | 77.7 | 112.0 |
| $\mathbf{t}_{25}$ | 19.4 | 27.5 | 41.6 | 61.1 | 86.6 | 124.2 | 175.6 |
| $\mathbf{t}_{50}$ | 34.5 | 43.4 | 59.7 | 83.7 | 117.0 | 167.1 | 235.0 |
| $\mathbf{t}_{75}$ | 49.5 | 58.6 | 78.2 | 110.8 | 155.0 | 221.7 | 310.5 |
| $\mathbf{t}_{95}$ | 62.3 | 77.5 | 111.8 | 162.5 | 227.1 | 325.7 | 453.4 |
| $\mathbf{t}_{99}$ | 71.2 | 94.1 | 143.2 | 210.2 | 292.3 | 420.3 | 582.3 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | 1000 ft. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathrm{ft}$. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 6.8 | 13.7 | 25.7 | 43.4 | 67.2 | 101.5 | 148.5 |
| $\mathbf{t}_{25}$ | 21.0 | 31.6 | 49.9 | 75.6 | 110.7 | 163.1 | 234.8 |
| $\mathbf{t}_{50}$ | 36.3 | 48.3 | 70.1 | 104.0 | 151.1 | 221.5 | 316.7 |
| $\mathbf{t}_{75}$ | 51.4 | 64.1 | 93.5 | 140.3 | 202.9 | 296.7 | 421.3 |
| $\mathbf{t}_{95}$ | 65.5 | 88.6 | 138.9 | 211.2 | 302.3 | 440.9 | 620.1 |
| $\mathbf{t}_{99}$ | 77.3 | 111.1 | 181.9 | 277.0 | 392.6 | 572.5 | 799.6 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t .}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 8.0 | 16.9 | 32.7 | 56.3 | 88.5 | 136.1 | 202.5 |
| $\mathbf{t}_{25}$ | 23.2 | 37.3 | 61.3 | 96.6 | 146.5 | 221.1 | 323.5 |
| $\mathbf{t}_{50}$ | 38.9 | 55.3 | 85.8 | 134.8 | 202.5 | 303.3 | 439.4 |
| $\mathbf{t}_{75}$ | 54.0 | 73.2 | 117.2 | 185.2 | 275.3 | 409.6 | 587.8 |
| $\mathbf{t}_{95}$ | 71.2 | 106.4 | 180.6 | 285.1 | 415.8 | 614.3 | 870.5 |
| $\mathbf{t}_{99}$ | 87.3 | 137.7 | 241.4 | 378.2 | 543.8 | 801.2 | 1126.0 |

Table B-9: Arrival times at different downstream distances (60 second saturated platoon, Speed: 40 MPH)
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | 500 ft. | $\mathbf{1 0 0 0} \mathbf{f t .}$ | $\mathbf{2 0 0 0} \mathbf{\mathrm { ft }}$ | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathrm{ft}$. | $\mathbf{6 0 0 0} \mathbf{f t}$. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 4.9 | 8.2 | 13.9 | 22.2 | 33.1 | 48.5 | 68.8 |
| $\mathbf{t}_{\mathbf{2 5}}$ | 17.5 | 22.2 | 30.8 | 42.9 | 58.2 | 79.6 | 107.9 |
| $\mathbf{t}_{50}$ | 32.5 | 37.4 | 47.0 | 60.7 | 78.6 | 105.7 | 142.4 |
| $\mathbf{t}_{75}$ | 47.5 | 52.4 | 62.3 | 78.6 | 101.6 | 137.2 | 185.1 |
| $\mathbf{t}_{\mathbf{9} 5}$ | 59.5 | 66.4 | 83.0 | 108.9 | 143.1 | 195.8 | 264.9 |
| $\mathbf{t}_{99} \ldots$ | 64.9 | 76.4 | 101.0 | 136.0 | 179.8 | 248.6 | 336.3 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{~ f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 5.4 | 9.6 | 17.0 | 27.7 | 42.0 | 62.1 | 88.6 |
| $\mathbf{t}_{25}$ | 18.4 | 24.7 | 35.9 | 51.4 | 71.3 | 99.8 | 138.4 |
| $\mathbf{t}_{50}$ | 33.4 | 40.1 | 52.9 | 71.0 | 95.8 | 133.2 | 184.0 |
| $\mathbf{t}_{75}$ | 48.4 | 55.2 | 69.2 | 92.8 | 125.4 | 175.0 | 241.4 |
| $\mathbf{t}_{\mathbf{9 5}}$ | 60.6 | 71.2 | 95.6 | 132.7 | 180.6 | 254.0 | 349.5 |
| $\mathbf{t}_{99}$ | 67.6 | 84.1 | 119.6 | 169.0 | 230.1 | 325.6 | 446.8 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | 500 ft. | $1000 \mathrm{ft}$. | 2000 ft. | 3000 ft. | 4000 ft. | 6000 ft. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 6.1 | 11.6 | 21.2 | 35.2 | 54.1 | 80.7 | 116.6 |
| $\mathbf{t}_{25}$ | 19.6 | 28.0 | 42.6 | 63.0 | 89.7 | 129.1 | 183.0 |
| $\mathbf{t}_{50}$ | 34.8 | 44.0 | 61.0 | 86.2 | 121.3 | 173.9 | 245.2 |
| $\mathbf{t}_{75}$ | 49.8 | 59.2 | 80.1 | 114.4 | 161.0 | 231.0 | 324.3 |
| $\mathbf{t}_{95}$ | 62.7 | 78.8 | 115.1 | 168.6 | 236.5 | 340.1 | 474.2 |
| $\mathbf{t}_{99}$ | 71.9 | 96.2 | 147.9 | 218.5 | 304.8 | 439.3 | 609.5 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t .}$ | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t .}$ | $\mathbf{3 0 0 0} \mathbf{f t .}$ | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t}$. | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 7.0 | 14.3 | 26.9 | 45.6 | 70.9 | 107.3 | 157.6 |
| $\mathbf{t}_{\mathbf{2 5}}$ | 21.4 | 32.6 | 51.9 | 79.2 | 116.7 | 172.7 | 249.6 |
| $\mathbf{t}_{\mathbf{5 0}}$ | 36.8 | 49.5 | 72.7 | 109.1 | 159.6 | 235.2 | 337.2 |
| $\mathbf{t}_{75}$ | 51.8 | 65.6 | 97.4 | 147.7 | 215.0 | 315.5 | 449.1 |
| $\mathbf{t}_{\mathbf{9 5}}$ | 66.4 | 91.5 | 145.8 | 223.5 | 321.2 | 469.8 | 661.8 |
| $\mathbf{t}_{99}$ | 78.9 | 115.4 | 191.8 | 293.8 | 417.8 | 610.6 | 854.0 |

Table B-10: Arrival times at different downstream distances (60 second saturated platoon, Speed: 50 MPH)
$\alpha=0.15 \& \beta=0.97$, Four-Lane Divided (McCoy):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t}$. | $\mathbf{6 0 0 0} \mathbf{f t .}$ | $\mathbf{8 0 0 0} \mathbf{f t}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{5}$ | 4.6 | 7.3 | 12.1 | 19.0 | 28.1 | 40.9 | 57.7 |
| $\mathbf{t}_{25}$ | 17.0 | 20.8 | 28.0 | 38.0 | 50.7 | 68.5 | 91.5 |
| $\mathbf{t}_{50}$ | 32.0 | 35.9 | 43.7 | 55.0 | 69.5 | 91.0 | 120.3 |
| $\mathbf{t}_{75}$ | 47.0 | 50.9 | 58.9 | 71.3 | 89.3 | 117.3 | 155.3 |
| $\mathbf{t}_{95}$ | 59.0 | 64.0 | 76.7 | 96.7 | 123.5 | 165.1 | 220.0 |
| $\mathbf{t}_{99}$ | 63.6 | 72.5 | 91.5 | 118.9 | 153.5 | 207.8 | 277.7 |

$\alpha=0.25 \& \beta=0.80$, Low External Friction (TRANSYT):

|  | $\mathbf{5 0 0} \mathbf{f t}$. | $\mathbf{1 0 0 0} \mathbf{f t}$. | $\mathbf{2 0 0 0} \mathbf{f t}$. | $\mathbf{3 0 0 0} \mathbf{f t}$. | $\mathbf{4 0 0 0} \mathbf{f t .}$ | $\mathbf{6 0 0 0} \mathbf{f t}$. | 8000 ft. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 5.0 | 8.6 | 14.7 | 23.7 | $\mathbf{3 5 . 5}$ | 52.2 | 74.2 |
| $\mathbf{t}_{25}$ | 17.7 | 22.9 | 32.2 | 45.2 | 61.7 | 85.0 | 116.1 |
| $\mathbf{t}_{50}$ | 32.7 | 38.2 | 48.6 | 63.5 | 83.2 | 113.0 | 153.5 |
| $\mathbf{t}_{75}$ | 47.7 | 53.2 | 64.1 | 82.3 | 107.9 | 147.2 | 200.1 |
| $\mathbf{t}_{95}$ | 59.7 | 67.6 | 86.2 | 115.2 | 153.0 | 211.2 | 287.3 |
| $\mathbf{t}_{99}$ | 65.6 | 78.4 | 105.9 | 144.7 | 193.1 | 269.0 | 365.7 |

$\alpha=0.35 \& \beta=0.80$, Moderate External Friction (TRANSYT):

|  | 500 ft | 1000 ft. | $\mathbf{2 0 0 0} \mathbf{~ f t .}$ | $\mathbf{3 0 0 0} \mathrm{ft}$. | 4000 ft. | 6000 ft. | $\mathbf{8 0 0 0} \mathrm{ft}$. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{t}_{\mathbf{5}}$ | 5.6 | 10.2 | 18.3 | 30.0 | 45.7 | 67.8 | 97.1 |
| $\mathbf{t}_{25}$ | 18.7 | 25.7 | 38.0 | 55.0 | 76.9 | 108.6 | 151.8 |
| $\mathbf{t}_{50}$ | 33.8 | 41.3 | 55.4 | 75.6 | 103.4 | 145.4 | 202.4 |
| $\mathbf{t}_{75}$ | 48.8 | 56.4 | 72.4 | 99.2 | 136.0 | 191.8 | 266.2 |
| $\boldsymbol{t}_{95}$ | 61.2 | 73.4 | 101.3 | 143.4 | 197.3 | 279.8 | 386.9 |
| $\boldsymbol{t}_{99}$ | 68.9 | 87.7 | 128.0 | 183.8 | 252.4 | 359.6 | 495.5 |

$\alpha=0.50 \& \beta=0.80$, Heavy External Friction (TRANSYT):

|  | 500 ft . | 1000 ft . | 2000 ft . | 3000 ft . | 4000 ft . | 6000 ft . | 8000 ft . |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{5}$ | 6.4 | 12.5 | 23.1 | 38.8 | 59.8 | 89.7 | 130.3 |
| $\mathrm{t}_{25}$ | 20.2 | 29.6 | 45.8 | 68.5 | 98.7 | 143.7 | 205.2 |
| $\mathrm{t}_{50}$ | 35.4 | 45.9 | 64.9 | 93.8 | 134.0 | 194.3 | 275.8 |
| $\mathrm{t}_{75}$ | 50.5 | 61.3 | 85.8 | 125.5 | 178.9 | 259.2 | 365.9 |
| $\mathrm{t}_{95}$ | 63.8 | 82.9 | 125.2 | 186.8 | 264.7 | 383.3 | 536.7 |
| $\mathbf{t}_{99}$ | 74.1 | 102.5 | 162.4 | 243.5 | 342.4 | 496.3 | 690.9 |



Figure B-1: Observed Histogram at Stop-line


Figure B-2: Transformed Histogram at 500 ft . downstream ( $\alpha=0.15 \beta=0.97$ )
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Figure B-3: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 20 second saturated platoon, Speed: 30 MPH
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c) 1000 ft Downstream
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g) 6000 ft Downstream
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Figure B-4: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 30 MPH


Figure B-5: Platoon Distribution at Various Downstream Observation Points Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT) Arterial Characteristics: 20 second saturated platoon, Speed: 30 MPH


Figure B-6: Platoon Distribution at Various Downstream Observation Points Parameters: Heavy External Friction - $\alpha=0.50 ~ \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 30 MPH
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Figure B-7: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 20 second saturated platoon, Speed: 40 MPH

a) Observed Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream

g) 6000 ft Downstream
b) 500 ft Downstream
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f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-8: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 40 MPH
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Figure B-9: Platoon Distribution at Various Downstream Observation Points
Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 40 MPH

a) Observed Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream

g) 6000 ft Downstream

b) 500 ft Downstream

d) 2000 ft Downstream

f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-10: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 40 MPH
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c) 1000 ft Downstream
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g) 6000 ft Downstream
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f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-11: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 50 MPH
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Figure B-12: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 50 MPH


Figure B-13: Platoon Distribution at Various Downstream Observation Points
Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 50 MPH
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Figure B-14: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 20 second saturated platoon, Speed: 50 MPH
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Figure B-15: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 40 second saturated platoon, Speed: 30 MPH
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Figure B-16: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 30 MPH
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Figure B-17: Platoon Distribution at Various Downstream Observation Points Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT) Arterial Characteristics: 40 second saturated platoon, Speed: 30 MPH
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Figure B-18: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 30 MPH
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Figure B-19: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 40 second saturated platoon, Speed: 40 MPH
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Figure B-20: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 40 MPH
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Figure B-21: Platoon Distribution at Various Downstream Observation Points
Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 40 MPH

a) Observed Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream

g) 6000 ft Downstream

b) 500 ft Downstream
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f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-22: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 40 MPH


Figure B-23: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 40 second saturated platoon, Speed: 50 MPH

a) Observed Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream
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Figure B-24: Platoon Distribution at Various Downstream Observation Points Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 50 MPH
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Figure B-25: Platoon Distribution at Various Downstream Observation Points
Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 50 MPH

a) Observed Platoon at Stop-line
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Figure B-26: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 40 second saturated platoon, Speed: 50 MPH
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Figure B-27: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 60 second saturated platoon, Speed: 30 MPH
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Figure B-28: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction $-\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturated platoon, Speed: 30 MPH
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Figure B-29: Platoon Distribution at Various Downstream Observation Points Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT) Arterial Characteristics: 60 second saturated platoon, Speed: 30 MPH

a) Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream


## g) 6000 ft Downstream

b) 500 ft Downstream

d) 2000 ft Downstream

f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-30: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturated platoon, Speed: 30 MPH
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Figure B-31: Platoon Distribution at Various Downstream Observation Points
Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 60 second saturation, Speed: 40 MPH
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Figure B-32: Platoon Distribution at Various Downstream Observation Points
Parameters: Low External Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturation, Speed: 40 MPH
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Figure B-33: Platoon Distribution at Various Downstream Observation Points
Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturation, Speed: 40 MPH
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Figure B-34: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturated platoon, Speed: 40 MPH


Figure B-35: Platoon Distribution at Various Downstream Observation Points Parameters: Four-Lane Divided - $\alpha=0.15 \beta=0.97$ (McCoy)
Arterial Characteristics: 60 second saturated platoon, Speed: 50 MPH

a) Platoon at Stop-line

c) 1000 ft Downstream


e) 3000 ft Downstream

g) 6000 ft Downstream

b) 500 ft Downstream

d) 2000 ft Downstream


f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-36: Platoon Distribution at Various Downstream Observation Points
Parameters: Low Extemal Friction - $\alpha=0.25 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturated platoon, Speed: 50 MPH

a) Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream

g) 6000 ft Downstream

b) 500 ft Downstream

d) 2000 ft Downstream

f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-37: Platoon Distribution at Various Downstream Observation Points
Parameters: Moderate External Friction - $\alpha=0.35 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturated platoon, Speed: 50 MPH

a) Platoon at Stop-line

c) 1000 ft Downstream

e) 3000 ft Downstream

g) 6000 ft Downstream

b) 500 ft Downstream

d) 2000 ft Downstream

f) 4000 ft Downstream

h) 8000 ft Downstream

Figure B-38: Platoon Distribution at Various Downstream Observation Points
Parameters: Heavy External Friction - $\alpha=0.50 \beta=0.80$ (TRANSYT)
Arterial Characteristics: 60 second saturated platoon, Speed: 50 MPH


2000 ft . Downstream, 20 -second saturated platoon, Speed: 30 MPH Platoon Dispersion Parameters: $\alpha=0.15$ and $\beta=0.97$

Figure B-39: Example Arrival Times (Theoretical Model)


20-second saturated platoon, Speed: 30 MPH
Platoon Dispersion Parameters: $\alpha=0.15$ and $\beta=0.97$
Figure B-40: Theoretical Arrival Times


20-second saturated platoon, Speed: 30 MPH
Platoon Dispersion Parameters: $\alpha=0.15$ and $\beta=0.97$
Figure B-41: Theoretical Green Window (Adjusted Arrival Times)


20-second saturated platoon, Speed: 40 MPH
Platoon Dispersion Parameters: $\alpha=0.15$ and $\beta=0.97$
Figure B-42: Theoretical Arrival Times


20-second saturated platoon, Speed: 40 MPH
Platoon Dispersion Parameters: $\alpha=0.15$ and $\beta=0.97$
Figure B-43: Theoretical Green Window (Adjusted Arrival Times)


Figure B-44: Theoretical Green Window (20 second saturated platoon, Speed: 30 MPH)

a) $\alpha=0.15, \beta=0.97$

c) $\alpha=0.35, \beta=0.80$

b) $\alpha=0.25, \beta=0.80$

d) $\alpha=0.50, \beta=0.80$

Figure B-45: Theoretical Green Window (20 second saturated platoon, Speed: 40 MPH)

a) $\alpha=0.15, \beta=0.97$

c) $\alpha=0.35, \beta=0.80$

b) $\alpha=0.25, \beta=0.80$

d) $\alpha=0.50, \beta=0.80$

Figure B-46: Theoretical Green Window (20 second saturated platoon, Speed: 50 MPH)

a) $\alpha=0.15, \beta=0.97$

c) $\alpha=0.35, \beta=0.80$

b) $\alpha=0.25, \beta=0.80$

d) $\alpha=0.50, \beta=0.80$

Figure B-47: Theoretical Green Window ( 40 second saturated platoon, Speed: 30 MPH )

a) $\alpha=0.15, \beta=0.97$

c) $\alpha=0.35, \beta=0.80$

b) $\alpha=0.25, \beta=0.80$

d) $\alpha=0.50, \beta=0.80$

Figure B-48: Theoretical Green Window (40 second saturated platoon, Speed: 40 MPH )


Figure B-49: Theoretical Green Window ( 40 second saturated platoon, Speed: 50 MPH )


Figure B-50: Theoretical Green Window ( 60 second saturated platoon, Speed: 30 MPH )

a) $\alpha=0.15, \beta=0.97$

c) $\alpha=0.35, \beta=0.80$

b) $\alpha=0.25, \beta=0.80$

d) $\alpha=0.50, \beta=0.80$

Figure B-51: Theoretical Green Window ( 60 second saturated platoon, Speed: 40 MPH )


Figure B-52: Theoretical Green Window (60 second saturated platoon, Speed: 50 MPH )


Figure B-53: Theoretical Green Window (20 second saturated platoon, Speed: 30 MPH )


Figure B-54 Theoretical Green Window ( 20 second saturated platoon, Speed: 40 MPH)

## APPENDIX C

## SIMULATION RANDOM NUMBER SEEDS

Table C-1 Random Number Seeds Used in CORSIM Simulations

| Run Number | Seed 1 | Seed 2 | Seed 3 |
| :--- | :--- | :--- | :--- |
| 1 | 2431 | 4879 | 6153 |
| 2 | 2851 | 5647 | 2189 |
| 3 | 1027 | 8347 | 9723 |
| 4 | 7353 | 8753 | 3451 |
| 5 | 3873 | 2851 | 4369 |
| 6 | 8327 | 6841 | 3753 |
| 7 | 4789 | 7257 | 5817 |
| 8 | 6751 | 3783 | 4449 |
| 9 | 1279 | 7357 | 9371 |
| 10 | 8743 | 4153 | 7853 |
| 11 | 9459 | 7847 | 6349 |
| 12 | 8351 | 3279 | 4821 |
| 13 | 8953 | 2469 | 5837 |
| 14 | 9243 | 4683 | 3979 |
| 15 | 2857 | 8241 | 5973 |
| 16 | 3473 | 8621 | 3497 |
| 17 | 6871 | 2597 | 3497 |
| 18 | 2343 | 7891 | 3631 |
| 19 | 8979 | 3741 | 2357 |
| 20 | 4697 | 6783 | 2859 |

## APPENDIX D

## SIMULATION RESULTS



Summary of Meeasures of Effectiveness Average Values：

|  | 山r |  | Leno | vaticor |  | vancto mineos |  |  | Reso | SacNon |  | Vamm |  | Average |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prees | 8 | End | crap | mbor | Tripe | Mow Tras | Duty 7 mo | Toxal Time | How ratal | Total Tise | Dung Time | Quant Trop | Stop 7 Tros | 3mple（PCT） | Spmad |
| 5 | 8 | 1 | L－ 5 | 851 | 2.30 | 7.07 | 5.44 | 1251 | 0.58 | 8148 | 35.84 | 450 | 448 | 9188 | 31.18 |
| 2 | － | 9 | TruT $\uparrow$ | 60.48 | 88.40 | es． 70 | 1880 | 84.38 | 0.78 | 58.78 | 1315 | 12.50 | 12.25 | 47.00 | 420 |
| 2 | 0 | $\dagger$ | Right $n$ | 227 | 345 | 2.30 | 0.50 | 209 | 0.84 | 54.37 | a．7\％ | 0.18 | 018 | 5417 | 48.8 |
| 1 | 6 | 1 | Leis | 838 | 15.60 | 80.7 | 12.01 | 2317 | 0.37 | 108.8 | 693 | 14.86 | 1377 | 9858 | 2021 |
| 5 | B | $!$ | Trus $\downarrow$ | 5487 | 0115 | 5040 | 4518 | 10450 | 0.58 | 2001 | 20.91 | 24.78 | 2314 | 55．38 | 31.97 |
| 8 | 8 | 1 | Prover | 1431 | 23.85 | 15，54 | 788 | 23.50 | 0.67 | 5898 | 128 | 2.50 | 223 | \％0c） | 38 \％ |
| 4 | 2 | 1 | L显牙 | 338 | 225 | 4.51 | 8.69 | 1415 | 0.33 | 3747 | 2547 | 76 | 7.30 | 81.95 | 14.78 |
| 4 | 2 | 1 | $\mathrm{n}_{\mathrm{ma}} \rightarrow$ | 8.80 | 845 | 1291 | 23.00 | 38.91 | 0.34 | 3300 | 24.00 | 18.44 | 17.28 | 68.65 | 15.11 |
| 4 | 2 | 1 | Reiply | 5.09 | 335 | 0.74 | 1138 | 18.08 | 037 | 325 | 20.55 | 6.82 | 825 | 70.9 | 18.8 |
| 8 | 4 | 1 | Link | 443 | 08 | 597 | 3.61 | 9.51 | $0 \cdot 6$ | 5730 | 273 | 227 | 22 | 7593 | 29.59 |
| 8 | 4 | 1 | Tout | 31.28 | 805 | 41.71 | 23.5 | 68.23 | 0.65 | 58.00 | 208 | 15.18 | 14.27 | 0038 | 27.80 |
| 8 | 4 | 1 | Fagra $\mathrm{K}_{1}$ | 11.20 | 24.90 | 14.90 | 8.43 | 23.38 | 0.64 |  | 20.49 | 438 | 407 | 84，50 | 29.87 |

Summary of Measure of Effectiveness Standard Deviatons：

|  | Lret |  | Lem | Vathet |  | Vehtictominuer |  |  | Resio | Suckab |  | Vobrem |  | Averop |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pruen | start | End | Gratp |  | Trtpe | Mowe Troe | Deviry Time | Tatal Tinot | Howe Totar |  | Duby T mom |  | stop Trow | Stope（Pet） | Speed IMPH |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 3 \\ & 6 \\ & 3 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{aligned} & 200 \\ & 289 \\ & 1.27 \end{aligned}$ | $\begin{aligned} & 280 \\ & 412 \\ & 469 \end{aligned}$ | $\begin{aligned} & 221 \\ & 3.13 \\ & 1.39 \end{aligned}$ | 1.79 211 0.44 | $\begin{aligned} & 3.59 \\ & 3.55 \\ & 1.7 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.02 \\ & 0.08 \end{aligned}$ | 759 1.70 412 | $\begin{aligned} & 7.50 \\ & 1.70 \\ & 402 \end{aligned}$ | $\begin{aligned} & 1.57 \\ & 168 \\ & 0.19 \end{aligned}$ | $\begin{aligned} & 1.80 \\ & 158 \\ & 0.19 \end{aligned}$ | $\begin{array}{r} \hline 7.58 \\ 5.52 \\ 3700 \end{array}$ | 200 1.23 300 |
| $\begin{aligned} & 1 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Lex y } \\ & \text { Trout } \\ & \text { Roprex } \end{aligned}$ | $\begin{aligned} & 228 \\ & 3.33 \\ & 1.81 \end{aligned}$ | $\begin{aligned} & \hline 380 \\ & 5.58 \\ & 301 \end{aligned}$ | $\begin{aligned} & 248 \\ & 362 \\ & 9.98 \end{aligned}$ | $\begin{array}{r} 518 \\ 1848 \\ 228 \\ \hline \end{array}$ | $\begin{array}{r} 7.17 \\ 18.44 \\ 3.87 \end{array}$ | $\begin{aligned} & 0.05 \\ & 0.05 \\ & 0.05 \end{aligned}$ | 15.67 11.4 4.33 | $\begin{aligned} & 15.07 \\ & 1141 \\ & 433 \\ & \hline \end{aligned}$ | $\begin{gathered} 434 \\ 11.50 \\ 1.44 \end{gathered}$ | $\begin{array}{r} 4.18 \\ 11.24 \\ 1.28 \end{array}$ | $\begin{array}{r} \hline 8.79 \\ 1812 \\ 15.08 \end{array}$ | 288 445 268 |
| $4$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \operatorname{Lent} \pi \\ & \operatorname{lom} \rightarrow \\ & \operatorname{lograx} y \end{aligned}$ | $\begin{aligned} & 0.83 \\ & 0.80 \\ & 0.70 \end{aligned}$ | $\begin{aligned} & 5.55 \\ & 588 \\ & 521 \end{aligned}$ | $\begin{aligned} & \hline 1.19 \\ & 1.15 \\ & 1.06 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.5 \\ & 498 \\ & 2.52 \end{aligned}$ | $\begin{aligned} & \hline 461 \\ & 570 \\ & 3.08 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.00 \\ & 0.05 \end{aligned}$ | 208 350 448 | $\begin{aligned} & 6.08 \\ & 3.55 \\ & 4.49 \end{aligned}$ | 303 402 208 | 269 387 1.89 | 7.89 7.57 807 | 241 1.55 219 |
| $\begin{aligned} & 8 \\ & 8 \\ & 8 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4 \\ & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & \hline 1 \\ & 1 \\ & 1 \\ & \hline \end{aligned}$ | Lenk <br> Tou＊ <br> Rogrex | $\begin{aligned} & 131 \\ & 302 \\ & 252 \end{aligned}$ | $\begin{aligned} & 291 \\ & 0.72 \\ & 581 \end{aligned}$ | 1.74 4.03 3.38 | 189 4.97 240 | $\begin{aligned} & 3.24 \\ & 827 \\ & 528 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.07 \\ & 0.00 \\ & 005 \end{aligned}$ | 6.33 322 4.56 | $\begin{aligned} & 034 \\ & 323 \\ & 4.89 \\ & \hline \end{aligned}$ | 1.23 3.3 1.71 | $\begin{aligned} & 1.21 \\ & 3.28 \\ & 1.04 \\ & \hline \hline \end{aligned}$ | 17.69 6.29 10.29 | 3.20 1.53 244 |
| $\begin{gathered} 100 \% \\ 90 \% \\ 80 \% \\ 70 \% \\ 80 \% \\ 50 \% \\ 40 \% \\ 30 \% \\ 20 \% \\ 10 \% \\ 0 \% \end{gathered}$ | Sor |  | 3tap | Talicke Per <br> 8\％ $\square$ <br> bound | pproech <br> $\mathrm{TI}^{7}$ <br> Eastboun <br> Font DAB |  | $I^{\infty}$ |  | 20.0 000 700 600 500 40.0 300 20.0 100 . | Soutribo |  | Por Agprowch <br> thbound | （BecondaNe <br> Eastbour |  | $I^{221}$ <br> ound |

Additional Notes：
Period 3 Premption Settings $->00 \mathrm{Mm} .45$ Max， 60 Reservice． 25 Delay． 13 Intribit Ptatoon Settings－＞ 11 Vehicles in 10 seconds
F：Way Research Exce：d Fies Period31100\％100－45－60－25－13＿11－10

Figure D－1 Period 3 Configuration A－100


Summary of Meeasures of Effectiveness Average Values:

|  | L- |  | L-n | Vanct |  | Vatuco Minue |  |  | Rumo | Seolven |  | Vatimin |  | Averapo |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prea | 8 m | End | Grove | Hemes | Tripe | Howromer | Dover Tome | Toter Trase | How Tomer | Tatas Tow | Dewry Trane | Oenve Trae | atop time | 8tope (PCT) | Speed men |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | 1 1 1 |  |  | $\begin{gathered} 940 \\ 62.35 \\ 313 \\ \hline \end{gathered}$ | $\begin{array}{r} 7.15 \\ 05.87 \\ 238 \\ \hline \end{array}$ | $\begin{gathered} 5.00 \\ 18.00 \\ 0.52 \\ \hline \end{gathered}$ | $\begin{gathered} 1223 \\ 8308 \\ 298 \\ \hline \end{gathered}$ | $\begin{aligned} & 0,50 \\ & 0.78 \\ & 0.0 \end{aligned}$ | $\begin{aligned} & 70.44 \\ & 58.49 \\ & 5499 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3201 \\ & 1255 \\ & 033 \\ & \hline \end{aligned}$ | $\begin{gathered} 4.08 \\ 11.00 \\ 0.21 \\ \hline \end{gathered}$ | $\begin{gathered} 4.07 \\ 11.85 \\ 0.0 \end{gathered}$ | $\begin{aligned} & 00.28 \\ & 4528 \\ & 50.88 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3240 \\ & 43.34 \\ & 4823 \\ & \hline \end{aligned}$ |
| $\begin{aligned} & 1 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|l\|} \hline \text { Let } \\ \text { Trus } \\ \text { n } \end{array}$ | $\begin{aligned} & 0.36 \\ & 3450 \\ & 1437 \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.80 \\ & 9100 \\ & 2395 \end{aligned}$ | $\begin{aligned} & 1097 \\ & 50.30 \\ & 1581 \end{aligned}$ | $\begin{array}{\|c\|} \hline 1915 \\ 5 \times 43 \\ 722 \end{array}$ | $\begin{gathered} 29.38 \\ 113.73 \\ 22.83 \\ \hline \end{gathered}$ | $\begin{aligned} & 0.36 \\ & 0.53 \\ & 0.80 \end{aligned}$ | $\begin{array}{r} 11227 \\ 7494 \\ 500 \\ \hline \end{array}$ | $\begin{aligned} & 7317 \\ & 3589 \\ & 1789 \end{aligned}$ | $\begin{gathered} 25.11 \\ 31.33 \\ 1.97 \\ \hline \end{gathered}$ | $\begin{gathered} 448 \\ 2041 \\ 172 \end{gathered}$ | $\begin{aligned} & 98.41 \\ & 68.0 \\ & 6800 \end{aligned}$ | $\begin{aligned} & 19.88 \\ & 29.39 \\ & 3 \AA 01 \end{aligned}$ |
| $\begin{aligned} & 4 \\ & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \operatorname{Let} \pi \\ & \operatorname{Trut} \rightarrow \\ & \operatorname{Rogray} \end{aligned}$ | 334 073 502 | $\begin{aligned} & 2225 \\ & 8485 \\ & 3145 \end{aligned}$ | $\begin{gathered} 445 \\ 1207 \\ 080 \end{gathered}$ | 0.13 24.49 1095 | $\begin{aligned} & 13.58 \\ & 3748 \\ & 17.84 \end{aligned}$ | $\begin{aligned} & 0.34 \\ & 0.36 \\ & 0 \times 0 \end{aligned}$ | $\begin{aligned} & 3600 \\ & 3400 \\ & 3150 \end{aligned}$ | $\begin{aligned} & 2400 \\ & 2200 \\ & 1950 \end{aligned}$ | 7.17 1749 0.50 | $\begin{gathered} \hline 709 \\ 2626 \\ 508 \end{gathered}$ | $\begin{aligned} & 8.59 \\ & 60.96 \\ & 09.4 \end{aligned}$ | $\begin{aligned} & 15.13 \\ & 1509 \\ & 17.78 \end{aligned}$ |
| $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | $4$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Lenk } \\ & \text { Thut } \\ & \text { Rogit } K \end{aligned}$ | 4.40 3128 81.08 | 0.80 <br> 29.40 <br> 2485 | $\begin{array}{\|c\|} \hline 504 \\ 4182 \\ 9478 \\ \hline \end{array}$ | $\begin{array}{r} 347 \\ 2578 \\ 0.86 \end{array}$ | $\begin{aligned} & 940 \\ & 8.40 \\ & 23.43 \end{aligned}$ | $\begin{aligned} & 0.65 \\ & 0.02 \\ & 0.80 \end{aligned}$ | $\begin{aligned} & 50.31 \\ & 58.30 \\ & 57.00 \end{aligned}$ | $\begin{aligned} & 2034 \\ & 2231 \\ & 2707 \end{aligned}$ | $\begin{array}{r} 211 \\ 1444 \\ 464 \\ \hline \end{array}$ | $\begin{array}{r} 207 \\ 1354 \\ 4.28 \\ \hline \end{array}$ | $\begin{aligned} & 73.78 \\ & 58.84 \\ & 66.83 \end{aligned}$ | $\begin{aligned} & 2900 \\ & 2780 \\ & 2880 \end{aligned}$ |

Summary of Measure of Effectiveness Standard Deviations:


Additional Notert:
Portod 3 Premptron Settings . 200 Min , $45 \mathrm{Max}, 60$ Reservice, 20 Detay, 13 Inhibt
Platoon Seftings - $>16$ Vehicies in 15 seconds
F:VayResearch Excell FiestPeriod3i $100 \% 100-45-60-20-13$ _16-15
P3b-100xis
Figure D-2 Period 3 Configuration B-100

Jay Wasson


Summary of Meeasures of Effectiveness Average Values:

|  | Inh |  | Lerio | vartact |  | Vellcte Mifutim |  |  | Ratio | Seciom |  | Veman |  | Autrap |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prases | stert | End | Group | vem | Trpp | Move Tram | Dutuy rame | Totai Tise | Mare Total | Toter Mrom | Doby neme | Ouver Tomo | 8 80p Tree | Stope (PCT) | Epeod mpH |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{array}{r} 6.55 \\ 00.97 \\ 224 \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline 835 \\ 85.95 \\ 3.20 \\ \hline \end{array}$ | $\begin{array}{r} 7.11 \\ 8.38 \\ 249 \\ \hline \end{array}$ | $\begin{array}{r} \hline 6.47 \\ 18.94 \\ 0.51 \\ \hline \end{array}$ | $\begin{aligned} & 1358 \\ & 8230 \\ & 295 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.53 \\ & 0.79 \\ & 084 \end{aligned}$ | $\begin{aligned} & 8708 \\ & 57.48 \\ & 54.58 \\ & \hline \end{aligned}$ | $\begin{array}{r} 4145 \\ 1187 \\ 890 \\ \hline \end{array}$ | $\begin{array}{r} 544 \\ 10.97 \\ 088 \\ \hline \end{array}$ | $\begin{array}{r} 50.38 \\ 10.54 \\ 0.16 \\ \hline \end{array}$ | $\begin{aligned} & 90.41 \\ & 413 \\ & 4642 \\ & \hline \end{aligned}$ | $\begin{aligned} & 29.42 \\ & 43.88 \\ & 46.48 \\ & \hline \end{aligned}$ |
| $\begin{aligned} & 1 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 6 \\ & 8 \\ & 6 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{gathered} 873 \\ 53.55 \\ 1437 \end{gathered}$ | $\begin{aligned} & 14.55 \\ & 1094 \\ & 2395 \end{aligned}$ | $\begin{gathered} 9.48 \\ 58.29 \\ 15.81 \end{gathered}$ | $\begin{array}{r\|} \hline 20,93 \\ 42919 \\ 750 \end{array}$ | $\begin{array}{r} 3041 \\ 10046 \\ 2310 \end{array}$ | $\begin{aligned} & 032 \\ & 050 \\ & 0.88 \end{aligned}$ | $\begin{array}{r} 128.99 \\ 71.48 \\ 5.85 \end{array}$ | $\begin{aligned} & 87.80 \\ & 3230 \\ & 10.75 \end{aligned}$ | $\begin{array}{r\|} \hline 1900 \\ 2030 \\ 224 \\ \hline \end{array}$ | $\begin{array}{c\|} \hline 7800 \\ 28.44 \\ 1.85 \\ \hline \end{array}$ | $\begin{aligned} & 9717 \\ & \text { St.e2 } \\ & 8178 \end{aligned}$ | $\begin{aligned} & 17.92 \\ & 30.91 \\ & 3751 \end{aligned}$ |
| $4$ | $\begin{aligned} & \overline{2} \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{aligned} & 3.38 \\ & 9.33 \\ & 500 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2255 \\ & 8550 \\ & 3335 \\ & \hline \end{aligned}$ | $\begin{array}{r} 451 \\ 1310 \\ 067 \\ \hline \end{array}$ | $\begin{gathered} 850 \\ 27.74 \\ 81.82 \\ \hline \end{gathered}$ | $\begin{aligned} & 1409 \\ & 4094 \\ & 18.59 \end{aligned}$ | $\begin{aligned} & 0.32 \\ & 0.33 \\ & 0.37 \end{aligned}$ | $\begin{aligned} & 3785 \\ & 37.30 \\ & 33.45 \\ & \hline \end{aligned}$ | $\begin{aligned} & 25.85 \\ & 25.30 \\ & 2147 \\ & \hline \end{aligned}$ | $\begin{array}{r} 740 \\ 1938 \\ 734 \end{array}$ | $\begin{array}{r} 725 \\ 2094 \\ 8.77 \\ \hline \end{array}$ | $\begin{aligned} & 85.44 \\ & 07.16 \\ & 70.58 \end{aligned}$ | $\begin{aligned} & 1453 \\ & 1478 \\ & 1850 \end{aligned}$ |
| $\begin{aligned} & 8 \\ & 6 \\ & 8 \end{aligned}$ | $\begin{aligned} & 4 \\ & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{gathered} 4.52 \\ 31.78 \\ 11.20 \\ \hline \end{gathered}$ | $\begin{aligned} & 10.05 \\ & 70.80 \\ & 85.10 \end{aligned}$ | $\begin{array}{r} 6.03 \\ 4234 \\ 35.05 \\ \hline \end{array}$ | $\begin{array}{r} 3.58 \\ 23.06 \\ 0.50 \\ \hline \end{array}$ | $\begin{array}{r} 958 \\ 60.20 \\ 2355 \\ \hline \end{array}$ | $\begin{aligned} & 0.64 \\ & 0.61 \\ & 0.64 \end{aligned}$ | $\begin{aligned} & \hline 58.71 \\ & 58.78 \\ & 58.50 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2073 \\ & 2270 \\ & 2050 \end{aligned}$ | $\begin{array}{r} 223 \\ 1400 \\ 4.27 \end{array}$ | $\begin{array}{r} 210 \\ 1398 \\ 38 \\ \hline \end{array}$ | $\begin{aligned} & 70.16 \\ & 6043 \\ & 60.52 \end{aligned}$ | $\begin{aligned} & 2872 \\ & 2784 \\ & 2870 \end{aligned}$ |

Summary of Measure of Effectiveness Standard Deviations:

|  | Luk |  | Limb | vahict |  | Vehlicto Mrume |  |  | Retio | Smotah |  | Vatimin |  | Avsupt |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prame | 8 mant | End | Group | $\cdots$ | Tripe | nowe True | Dousy nme | Total Tout | nowe Totel | Tocen | Dexy Tmat | Suece Time | stop Tise | sampe (PCt) | 8pred mpr |
| $\begin{aligned} & \mathbf{5} \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & \hline 8 \\ & 8 \\ & 8 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{aligned} & 208 \\ & 333 \\ & 1,28 \end{aligned}$ | $\begin{aligned} & 2991 \\ & 4.75 \\ & 1.78 \end{aligned}$ | $\begin{aligned} & 224 \\ & 381 \\ & 1.36 \end{aligned}$ | 308 285 044 | $\begin{aligned} & 4.89 \\ & 4.25 \\ & 1.75 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.02 \\ & 0.07 \end{aligned}$ | $\begin{array}{r\|} \hline 1224 \\ 179 \\ 432 \end{array}$ | $\begin{array}{r} 1223 \\ 1.78 \\ 4.25 \end{array}$ | 290 1.79 0.21 | 288 1.73 0.21 | 7.01 5.03 38.18 | 356 1.36 393 |
| $\begin{aligned} & 1 \\ & 6 \\ & 8 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 6 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Lety } \\ & T_{\text {mu }}+ \\ & \text { Rign } x \end{aligned}$ | $\begin{aligned} & 1.781 \\ & 382 \\ & 1.78 \end{aligned}$ | $\begin{aligned} & 293 \\ & 837 \\ & 295 \end{aligned}$ | $\begin{aligned} & 1.91 \\ & 4.15 \\ & 1.82 \end{aligned}$ | $\begin{array}{r\|} \hline 7.59 \\ 17.14 \\ 1.98 \end{array}$ | $\begin{gathered} 831 \\ 1843 \\ 3.4 \\ \hline \end{gathered}$ | $\begin{aligned} & 0.07 \\ & 0.05 \\ & 0.05 \end{aligned}$ | $\begin{gathered} \hline 31.88 \\ 11.88 \\ 4.88 \end{gathered}$ | $\begin{gathered} \hline 31.89 \\ 41.32 \\ 4.16 \end{gathered}$ | $\begin{array}{r} 11.11 \\ 13.51 \\ 1.28 \\ \hline \end{array}$ | $\begin{array}{r}10.06 \\ 1284 \\ \\ \hline 1.08 \\ \hline\end{array}$ | $\begin{array}{r} \hline 503 \\ 16.54 \\ 13.4 \end{array}$ | 3.91 450 265 |
| $\begin{aligned} & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{array}{\|l\|} \hline \text { ent } \pi \\ \text { Thrs } \rightarrow \mid \\ \text { Rogr } y \end{array}$ | $\begin{array}{l\|} \hline 0.89 \\ 0.81 \\ 078 \end{array}$ | $\begin{aligned} & 579 \\ & 542 \\ & 520 \end{aligned}$ | $\begin{aligned} & \hline 1.94 \\ & 1.08 \\ & 1.04 \end{aligned}$ | $\begin{aligned} & 283 \\ & 6.87 \\ & 351 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 351 \\ & 7.45 \\ & 4.10 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.05 \\ & 008 \end{aligned}$ | $\begin{aligned} & 5.30 \\ & 5.26 \\ & 5.86 \end{aligned}$ | $\begin{aligned} & \hline 5.30 \\ & 5.28 \\ & 5.85 \end{aligned}$ | 218 5.75 304 | 211 5.48 278 | 588 7.98 8.7 | 1.94 <br> 212 <br> 200 |
| $\begin{aligned} & 6 \\ & 8 \\ & 6 \end{aligned}$ |  | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{array}{\|l\|} \hline \text { en } x \\ \text { Mru } 6 \\ \text { Ropt } K \end{array}$ | $\begin{aligned} & 1.31 \\ & 300 \\ & 258 \\ & \hline \end{aligned}$ | 297 8.67 575 | 1.75 <br> 400 <br> 3.45 | 1.42 4.67 2.21 | $\begin{aligned} & 307 \\ & 602 \\ & 578 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 003 \\ & 004 \end{aligned}$ | $\begin{aligned} & \hline 4.53 \\ & 208 \\ & 376 \\ & \hline \hline \end{aligned}$ | $\begin{aligned} & 4.53 \\ & 281 \\ & 375 \\ & \hline \hline \end{aligned}$ | 0.90 335 1.41 | 0.96 3.27 1.30 | $\begin{array}{r}1759 \\ 6.78 \\ 634 \\ \hline\end{array}$ | 2.27 <br> 1.34 <br> 1.86 |
| 100\% <br> $90 \%$ <br> 80\% <br> T08 <br> 60\% <br> 50\% <br> $40 \%$ <br> 30\% <br> $20 \%$ <br> 10\% <br> $0 \%$ |  |  |  |  | ppronch |  |  |  | 90.0 <br> 600 <br> 70.0 <br> 800 <br> 500 <br> 40 <br> 30.0 <br> 20.0 <br> 10.0 |  | Venticle Dotap <br> 30.2 | Pow Approsch | (SeconideNe | (b) |  |
|  | Sou | boun |  | bound <br> A $\quad$ Trough | Eastbound <br> Right EAA | West | und |  |  | Southbo | und | Lhbound |  | Whestit | ound |

Adchitional Wortes:
Period 3 Premption Setings - $>00 \mathrm{Min} .45 \mathrm{Max}, 60$ Reservice, 25 Detay. 13 Inhibut
Platoon Settings - $>8$ Vericles in 10 seconds
F:WayResearch Excell Filos Period $31100 \% 100-45-60-25-13 \_6-101$
P3c-100xds
School of Civil Engineering - Purdue University
Printed on 7/15/98 at 11:17 AM
Figure D-3 Period 3 Configuration $\mathrm{C}-100$


Summary of Meeasures of Effectiveness Average Values:

|  | Un产 |  | Lime | Vattict |  | Ventio Mimuer |  |  | Reso | Smovah |  | Vatatr |  | Antrop |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prume | start | End | Orow | trion | Tripe | Mover 7 | Daby 7 meo | Total Tra | move Tatal | Tatan Trae | Dony Time | Cueve Tras | stop True | Sxape (PCT) | Speed MPH |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Len R } \\ & \text { Trus } \uparrow \\ & \text { Ropar } \pi \end{aligned}$ | $\begin{array}{r} 851 \\ 00.34 \\ 224 \\ \hline \end{array}$ | $\begin{array}{r} 830 \\ 8020 \\ 3.15 \\ \hline \end{array}$ | $\begin{array}{r} 707 \\ 0655 \\ 230 \\ \hline \end{array}$ | $\begin{gathered} 5.80 \\ 18.00 \\ 0.47 \end{gathered}$ | $\begin{array}{r} 1287 \\ 04.54 \\ 200 \\ \hline \end{array}$ | $\begin{aligned} & 0.58 \\ & 0.75 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 84.38 \\ & 58.63 \\ & 53.54 \end{aligned}$ | $\begin{gathered} 33.73 \\ 1323 \\ +008 \\ \hline \end{gathered}$ | $\begin{array}{r} 480 \\ 1274 \\ 013 \\ \hline \end{array}$ | $\begin{array}{r} 4.78 \\ 1237 \\ 072 \\ \hline \end{array}$ | $\begin{aligned} & 91.52 \\ & 46.93 \\ & 4.08 \\ & \hline \end{aligned}$ | 3035 084 4735 |
| $\begin{aligned} & 1 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{aligned} & 845 \\ & 54.78 \\ & 4431 \end{aligned}$ | $\begin{aligned} & 45.75 \\ & 01.36 \\ & 23.85 \end{aligned}$ | $\begin{aligned} & 10.78 \\ & 50.49 \\ & 15.54 \end{aligned}$ | $\begin{aligned} & 187 \\ & 43.07 \\ & 1.53 \end{aligned}$ | $\begin{array}{r} 20.09 \\ 103.18 \\ 23.07 \end{array}$ | $\begin{aligned} & 0.38 \\ & 0.50 \\ & 0.000 \end{aligned}$ | $\begin{aligned} & 11072 \\ & 5778 \\ & 5091 \\ & \hline \end{aligned}$ | $\begin{aligned} & 71.62 \\ & 2800 \\ & 19001 \end{aligned}$ | $\begin{gathered} 1468 \\ 23.48 \\ 288 \\ \hline \end{gathered}$ | $\begin{aligned} & 1494 \\ & 2181 \\ & 200 \end{aligned}$ | $\begin{aligned} & 9254 \\ & 53.58 \\ & 50.53 \end{aligned}$ | 19.06 2217 37.4 |
| $\begin{aligned} & 4 \\ & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 3 \end{aligned}$ | $\begin{aligned} & \text { Lef } \pi \\ & \text { minu } \rightarrow \\ & \text { Reres } \mathrm{s} \end{aligned}$ | 338 9.7 300 | $\begin{aligned} & 2240 \\ & 8320 \\ & 3375 \end{aligned}$ | $\begin{gathered} 148 \\ 13102 \\ 275 \end{gathered}$ | $\begin{aligned} & 9489 \\ & 24.05 \\ & 11.75 \end{aligned}$ | $\begin{aligned} & 13.97 \\ & 3707 \\ & 17.90 \end{aligned}$ | $\begin{aligned} & 032 \\ & 038 \\ & 036 \end{aligned}$ | $\begin{aligned} & 37.58 \\ & 3407 \\ & 34.78 \end{aligned}$ | $\begin{aligned} & 23558 \\ & 2207 \\ & 19.78 \end{aligned}$ | $\begin{gathered} 755 \\ 1804 \\ 865 \end{gathered}$ | $\begin{gathered} 7.40 \\ 15.50 \\ 800 \end{gathered}$ | $\begin{aligned} & 8248 \\ & 8423 \\ & 70.38 \end{aligned}$ | 1463 16.20 17.41 |
| $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | 4 | 1 1 1 | Lent <br> Thru $\leftarrow$ <br> Rograk | 448 31.38 11.20 | 9.055 6073 2480 | $\begin{gathered} 5.97 \\ 41.03 \\ 4400 \end{gathered}$ | 3.66 27.22 275 | 868 6908 23.80 | $\begin{aligned} & 004 \\ & 081 \\ & 2004 \end{aligned}$ | 57.35 59.34 57.04 | $\begin{aligned} & 21.37 \\ & 2336 \\ & 2100 \\ & \hline \end{aligned}$ | 2.27 $15 \pi$ 459 | 223 489 4.99 | 78.23 8106 68.80 | 28.50 27.37 28.50 |



Additional Noter:
Period 3
$\begin{array}{ll}\text { Purlod } 3 & \text { Prempton Settings }->00 \mathrm{Min}, 45 \text { Max, } 60 \text { Reservice, } 30 \text { Detay, } 13 \text { inhibit } \\ & \text { Platoon Setungs }->6 \text { Vehicies in } 5 \text { soconds }\end{array}$
F:WaylResearch Exce: Fites Penod $31100 \% 100-45-50-30-13 \_6-05$
P3-100.xls
Figure D-4 Period 3 Configuration D-100


Summary of Meeasures of Effectiveness Average Values:

|  | Ura |  | 4nn | Vantion |  | Vatw mitute |  |  | Remo | SecNeh |  | Vandin |  | Avtram |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prese | Stur | End | crave | $\cdots$ | Trim | Moverme | Dewy Tome | Totan Tine | Move Toum | Toun | Desy Tom | anee Tum | 8000 Tax | Stupe (PCT) | 3pesa M-W |
| 5 | 6 | 1 | LTE | 6.51 | 030 | 707 | 502 | 1209 | 0.59 | 78.87 | 3328 | 411 | 407 | 90.17 | 32.23 |
| 2 | 0 | 1 | True $\uparrow$ | 80.34 | 06.20 | 8558 | 18.40 | 8386 | 078 | 58.44 | 1282 | 1223 | 11.87 | 4680 | 4314 |
| 2 | 0 | 1 | Rogra $x$ | 231 | 315 | 230 | 051 | 289 | 0 Sc | 543 | 888 | 010. | 0.18 | 5522 |  |
| 1 | 8 | 1 | L-0¢0 | 030 | 1560 | 10.17 | 1800 | 2817 | 0.37 | 10878 | 6958 | 1368 | 13.4 | 54.2 | 2025 |
| 8 | 8 | 1 | Tru + | 5413 | 50.25 | 58.81 | 53.8 | 11270 | 0.53 | 74.35 | 3675 | 31.88 | 29.87 | 8548 | 22.54 |
| 8 | 8 | 1 | P0¢TE | 1440 | 2415 | 1574 | 7.77 | 2351 | 06 | 58.25 | 18.15 | 242 | 216. | 0843 | 37.3 |
| 4 | 2 | 1 | Lent | 338 | 22.56 | 4.51 | 8.11 | 13.82 | 0.34 | 30.51 | 24.51 | 888 | 88 | 8288 | 15.12 |
| 4 | 2 | 1 | $\mathrm{Tmus}^{\rightarrow}$ | 0.77 | 8510 | 1300 | 2494 | 37.83 | 0.38 | 34.90 | 22.50 | 1743 | 18.40 | 64.05 | 157 |
| 4 | 2 | 1 | Pegray | 508 | 33.00 | 874 | 11.57 | 1831 | 0.38 | 3258 | 20.52 | 608 | 6.38 | 0808 | 1704 |
| 8 | 4 | 1 | L- | 448 | 096 | 5.97 | 3.45 | 841 | 0.85 | 58.1 | 2023 | 208 | 202 | 73.47 | 2914 |
| e | 4 | 1 | Tru* | 3144 | 00.90 | 41.92 | 2638 | 6828 | $0 \cdot 6$ | 58.58 | 2280 | 14.75 | 1380 | 0081 | 773 |
| 8 | 4 | 1 | Proge E | 11.5 | 250 | 1490 | 844 | 234 | 0.34 | 58.34 | 20.35 | 433 | 3.80 | 67.38 | 2394 |

Summary of Measure of Effectiveness Standard Deviations:


Additional Hoten:
Period 3
Existing Conditons with $100 \%$ Side Street Volume and CID interface control
F:WayResearchlExcell FilesiPeriod $31100 \%$ Existing
E3-100.xds
Figure D-5 Period 3 Configuration E-100


Summary of Meeasures of Effectiveness Average Values:

|  | Lnt |  | Lime | vaticio |  | Voucte Minuta |  |  | R | Seoven |  | Venmen |  | Avarip |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prase | start | End | Croup | - | Tripe | Hove Time | Detry Time | Totad Time | nove Tocan | Tocal Trime | Diney Time | Dume Tame | atap 7 nee | secre (FCT) |  |
| 5 | B | 1 | Lenk | 672 | 900 | 7.30 | 4.92 | 1222 | 0.00 | 78.2 | 30.98 | 3.82 | 3.87 | 9072 | 33:6 |
| 2 | 8 | 1 | Trus $\uparrow$ | 61.32 | 8760 | *e8 | 13.4 | 80.08 | 0.83 | 94.88 | 234 | 7.98 | 770 | 35.34 | 4587 |
| 2 | 8 | 1 | Reate 7 | 221 | 315 | 239 | 047 | 206 | 0.80 | 51.58 | 8.20 | 0.12 | 0.12 | 49.39 | 4437 |
| 1 | 8 | 1 | Len ${ }^{\text {ch }}$ | 9.54 | 15.50 | 10.35 | 15.07 | 25.43 | 0.4 | 9600 | 509 | 17.10 | 19.73 | 84.21 | 2236 |
| 8 | $s$ | 1 | Trua | 55.48 | 9250 | 60.28 | 3507 | 2424 | 0.86 | 81.12 | 220 | 15.78 | 14.29 | 45.95 | 35.00 |
| 0 | 6 | 1 | Regric | 14.34 | 2390 | 15.5 | 0.81 | 2230 | 0.0 | 56.01 | 40.91 | 1.58 | 1.30 | 51.18 | 38.74 |
| 4 | 2 | 1 | Lent | 1.50 | 10.55 | 211 | 389 | 0.00 | 0.30 | 3 3 .94 | 229 | 332 | 320 | 79.51 | 10.08 |
| 4 | 2 | 1 | Thru $\rightarrow$ | 4.70 | 37.30 | 228 | 890 | 12.18 | 0.40 | 30.97 | 18.97 | 7.78 | 750 | 8451 | 1774 |
| 4 | 2 | 1 | Reghin | 258 | 17.25 | 3.45 | 4.13 | 7.58 | 0.40 | 28.25 | 14.8 | 24 | 228 | 78.4 | 2075 |
| 6 | 4 | 1 | Lenk | 1.94 | 4.30 | 258 | 142 | 4.00 | 0.95 | 58.39 | 20.30 | 102 | 1.02 | 74.83 | 29.38 |
| e | 4 | 1 | True $¢$ | 15.22 | 33.85 | 20.30 | 11 cs | 31.56 | 0.54 | 5843 | 204 | 8. 18 | 7.98 | 85.00 | 2887 |
| - | 4 | 1 | Prigh $K$ | 558 | 1235 |  | 328 |  |  | 5238 |  | 1.80 | 1.70 | 74.74 | 31, 3 ] |

Summary of Measure of Effectiveness Standard Deviations:

|  | Lnt |  | Lemo | Yeate |  | vaincon mutio |  |  | Reso | Seonvom |  | Yetrinn |  | Arwap |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prem | stan | End | croup | $\cdots$ | Tripe | nowe 1me | Dosy Trow | Toan nise | move Toeal | Toes Tmo | Doby Teme | \%ame T | 8100 7 mmo | Smose PCOT | Spemamer |
| 5 | $\bigcirc$ | 1 | LatK | 223 | 316 | 242 | 201 | 415 | 006 | 727 | 72 | 1.7 | 1.76 | ${ }^{687}$ | 280 |
| 2 | 8 | 1 | True $\uparrow$ | 3.4 | 448 | 341 | 232 | 411 | 0.02 | 1.88 | 1.88 | 1.58 | 1.51 | 4.57 | 1.40 |
| 2 | 8 | 1 | Reprat | 1.19 | 1.89 | 129 | 037 | 150 | 0.20 | 1281 | $4{ }^{5}$ | 0.12 | 0.12 | 3528 | 11.02 |
| 1 | 8 | 1 | Lin ${ }^{\text {a }}$ | 215 | 336 | 238 | 8.4 | 8.28 | 0.07 | 1689 | 1898 | 5.2 | 5.40 | $7 \infty$ | 367 |
| $\theta$ | - | 1 | Truo $\downarrow$ | 280 | 498 | 325 |  | 11.00 | 0.07 | 838 | 030 | 620 | 5.84 | 1285 | 373 |
| - | B | 1 | Rogn | 201 | 335 | 216 | 234 | 416 | aos | 400 | 4.08 | 120 | 7.09 | 2.67 | 200 |
| 4 | 2 | 1 | Lent | 0.30 | 378 | 0.75 | 1.4 | 204 | 0.07 | 7.71 | 7.71 | 1.30 | 13 | 119 | 309 |
| 4 | 2 | , | Trua $\rightarrow$ | 0.9 | 428 | 0.85 | 259 | $30 \%$ | 0.05 | 4.34 | 4.34 | 228 | 215 | 956 | 240 |
| 4 | 2 | 1 | Regre | a.se | 375 | 0.75 | 133 | 192 | 0.04 | 277 | 27 | Q84 | 0.81 | 1334 | 187 |
| - | 4 | , | Lenk | 0.59 | 1.30 | 0.78 | 0.7 | 1.34 | 0.10 | ${ }^{6} 12$ | 9.12 | 069 | $0 \cdot 6$ | 10.7 | 44 |
| - | 4 | 1 | Trust | 1.83 | 407 | 24 | 3.47 | 5.48 | 008 | 4.53 | 4.54 | 283 | 273 | 11.10 | 227 |
| 8 | 4 | 1 | Regra | 1.30 | 280 | 1.73 | 0.83 | 218 | 008 | 457 | 4.57 | 0.6 | 0.64 | 11.80\| | 272 |




Adetional Hetes:
Period 3
Premption Settongs $\cdot>00 \mathrm{Min}, 45 \mathrm{Max}, 60$ Resence, 25 Detay, 13 Inhiort
Piatoon Setings - $>11$ Vehicles in 10 seconds
F: UaytResearch Excel FiesiPeriod $3150 \% 100-45-60-25-13 \_11-101$
P3a-50.xis
Figure D-6 Period 3 Configuration A-50


Summary of Meeasures of Effectiveness Average Values:

|  | U宔 |  | L-0 | Vabicte |  | Vanime meroma |  |  | Rutio | Secrvan |  | Verwin |  | Avernge |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prave | otort | End | cras | Herm | Trime | Momom | Dway 7 Tuso | Tatal Trex | Moverasil | Tatar nowo | Deluy rime |  | 850 prax | Stope (PET) | Spma Mat |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 0 \\ & 8 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Let K } \\ & \text { Timut } \\ & \text { Regrt } \pi \end{aligned}$ | $\begin{array}{r} 872 \\ 8106 \\ 221 \end{array}$ | $\begin{array}{r} 200 \\ 5725 \\ 315 \end{array}$ | $\begin{gathered} 7.30 \\ 0835 \\ 239 \end{gathered}$ | $\begin{gathered} 4.70 \\ 13.75 \\ 0.45 \end{gathered}$ | $\begin{gathered} 1200 \\ 787 \\ 200 \end{gathered}$ | $\begin{aligned} & 0.80 \\ & 0.83 \\ & 0.80 \end{aligned}$ | $\begin{aligned} & 78.17 \\ & 54.86 \\ & 51.43 \end{aligned}$ | $\begin{gathered} 3050 \\ 824 \\ 800 \end{gathered}$ | $\begin{aligned} & 3.60 \\ & 7.80 \\ & 012 \end{aligned}$ | $\begin{aligned} & 374 \\ & 781 \\ & 0.12 \end{aligned}$ | $\begin{aligned} & 91.74 \\ & 38.30 \\ & 5100 \end{aligned}$ | 33.35 45.87 4.43 |
| $\begin{aligned} & 1 \\ & 8 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Let } x \\ & \pi m y \\ & \log +x \end{aligned}$ | $\begin{gathered} 963 \\ 5535 \\ 1434 \end{gathered}$ | $\begin{aligned} & 1806 \\ & 9195 \\ & 2350 \end{aligned}$ | $\begin{aligned} & 10.40 \\ & 5950 \\ & 15.57 \\ & \hline \end{aligned}$ | $\begin{array}{r} 1488 \\ 34.75 \\ 0.52 \end{array}$ | $\begin{aligned} & 2512 \\ & 94.07 \\ & 2200 \end{aligned}$ | $\begin{aligned} & 0.43 \\ & 0.04 \\ & 0.71 \end{aligned}$ | $\begin{aligned} & 53.48 \\ & 81.77 \\ & 55.30 \end{aligned}$ | $\begin{aligned} & 5438 \\ & 2287 \\ & 1820 \end{aligned}$ | $\begin{aligned} & 1022 \\ & 1829 \\ & 129 \end{aligned}$ | $\begin{gathered} 1011 \\ 1478 \\ 108 \end{gathered}$ | $\begin{aligned} & 9539 \\ & 47.32 \\ & 542 \end{aligned}$ | $\begin{aligned} & 23.60 \\ & 3525 \\ & 39.00 \end{aligned}$ |
| $4$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Len } x \\ & T_{\text {ru }} \rightarrow \\ & \text { rexprat } \end{aligned}$ | 180 473 280 | $\begin{aligned} & 10.68 \\ & 31.50 \\ & 1735 \end{aligned}$ | $\begin{aligned} & 213 \\ & 630 \\ & 3.47 \end{aligned}$ | $\begin{aligned} & 348 \\ & 9.62 \\ & 395 \end{aligned}$ | $\begin{array}{r} 558 \\ 1588 \\ 742 \end{array}$ | $\begin{aligned} & 0.38 \\ & 0.40 \\ & 0.45 \end{aligned}$ | $\begin{aligned} & 31.50 \\ & 30.21 \\ & 2358 \end{aligned}$ | $\begin{aligned} & 19.50 \\ & 18.29 \\ & 1358 \end{aligned}$ | $\begin{aligned} & 284 \\ & 7.50 \\ & 277 \end{aligned}$ | 281 720 207 | $\begin{aligned} & 77.39 \\ & 62.36 \\ & 78.97 \end{aligned}$ | 17.83 18.93 21.40 |
| 8 | 4 4 4 | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \operatorname{Lon} \mathrm{E} \\ & \operatorname{Trus} \in \\ & \text { Rogri K } \end{aligned}$ | 194 1527 5.50 | $\begin{aligned} & 430 \\ & 33.85 \\ & 1240 \end{aligned}$ | 2.59 20.30 7.44 | 1.32 11.43 303 | $\begin{array}{r} 3.90 \\ 37.70 \\ 10.48 \end{array}$ | 0.87 0.85 0.71 | 5488 8828 50.90 | $\begin{aligned} & 18.90 \\ & 12980 \\ & 14.90 \end{aligned}$ | $\begin{aligned} & 0.88 \\ & 7.00 \\ & 1.58 \end{aligned}$ | 0.82 7.63 1.48 | 75.01 87.08 7308 | 30.10 29.08 3789 |

Summary of Measure of Effectiveness Standard Deviations:

|  | U啇 |  | imol | vantiot |  | Vablcte Mrumb |  |  | Redo | Suckan |  | Vablin |  | Averup |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Preee | serst | End | Orosp | mom | Tripe | mow 7 mes | Demy nowe | Tatal neme | mant Taten | Tatel Tras | Dever rune | Cumentiee | map | Stope (PCT) | Speed MP\% |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 3 \\ & 6 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Let } \kappa \\ & \text { Thu } \uparrow \\ & \text { Righ } \pi \end{aligned}$ | $\begin{aligned} & 223 \\ & 313 \\ & 419 \end{aligned}$ | $\begin{aligned} & 3.19 \\ & 4.47 \\ & 1.00 \end{aligned}$ | $\begin{aligned} & 28 \\ & 3.40 \\ & 4.29 \end{aligned}$ | $\begin{aligned} & 1.83 \\ & 210 \\ & 0.35 \end{aligned}$ | $\begin{aligned} & 390 \\ & 390 \\ & 150 \end{aligned}$ | $\begin{aligned} & 0.051 \\ & 0.02 \\ & 0.20 \end{aligned}$ | $\begin{gathered} 7.27 \\ 1.58 \\ 4268 \end{gathered}$ | $\begin{aligned} & 7.25 \\ & 1.58 \\ & 4.16 \end{aligned}$ | $\begin{aligned} & \hline 1.59 \\ & 147 \\ & 0.73 \end{aligned}$ | $\begin{aligned} & 1.58 \\ & 1.03 \\ & 0.13 \end{aligned}$ | $\begin{array}{r} 9.11 \\ 383 \\ 3525 \\ \hline \end{array}$ | 208 128 1084 |
| $\begin{aligned} & 1 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & \hline 6 \\ & 8 \\ & \theta \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{aligned} & 218 \\ & 325 \\ & 209 \end{aligned}$ | $\begin{aligned} & 369 \\ & 582 \\ & 3.35 \end{aligned}$ | $\begin{aligned} & 235 \\ & 354 \\ & 2+8 \end{aligned}$ | $\begin{aligned} & 5.3 \\ & 6.63 \\ & 1.65 \end{aligned}$ | $\begin{array}{r} 747 \\ 1028 \\ 358 \end{array}$ | $\begin{aligned} & 008 \\ & 008 \\ & 0.00 \end{aligned}$ | $\begin{array}{r} 1270 \\ 585 \\ 260 \end{array}$ | $\begin{array}{r} 1270 \\ 585 \\ 298 \end{array}$ | $\begin{aligned} & 4.29 \\ & 5.27 \\ & 0.59 \end{aligned}$ | $\begin{aligned} & 4.17 \\ & 4.98 \\ & 0.49 \end{aligned}$ | $\begin{array}{r} 7.10 \\ 11.95 \\ 11.77 \end{array}$ | 303 324 208 |
| $\begin{aligned} & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\left\{\begin{array}{l} \text { Let } x \\ \text { niru } \rightarrow \\ \text { Rogr } x \end{array}\right.$ | $\begin{aligned} & 0.53 \\ & 0.62 \\ & 0.57 \end{aligned}$ | 3.86 4.15 37 | $\begin{aligned} & 0.73 \\ & 0.83 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 1.35 \\ & 245 \\ & 1.33 \end{aligned}$ | $\begin{aligned} & 197 \\ & 307 \\ & \mathbf{1 . 0 6} \end{aligned}$ | $\begin{aligned} & 0.006 \\ & 0.05 \\ & 0.00 \end{aligned}$ | 578 364 280 | $\begin{aligned} & 578 \\ & 364 \\ & 288 \end{aligned}$ | $\begin{aligned} & 1.24 \\ & 217 \\ & 1.01 \end{aligned}$ | 1.29 209 0.50 | $\begin{array}{r} 1297 \\ 9.87 \\ 14.46 \end{array}$ | 285 227 257 |
| $\begin{aligned} & \hline 8 \\ & 8 \\ & 8 \end{aligned}$ | 4 | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Lenk } \\ & \text { Tou \& } \\ & \text { Rognk } \end{aligned}$ | 0.588 1.78 1.35 | 1.30 3.35 3.00 | 0.78 2.37 1.80 | $\begin{aligned} & 075 \\ & 308 \\ & 071 \end{aligned}$ | $\begin{aligned} & 1.39 \\ & 5.15 \\ & 2.28 \end{aligned}$ | $\begin{aligned} & 0.10 \\ & 0.04 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 8.68 \\ & 3.82 \\ & 3.33 \end{aligned}$ | $\begin{aligned} & 889 \\ & 3.83 \\ & 3.38 \end{aligned}$ | $\begin{aligned} & 087 \\ & 251 \\ & 0.58 \end{aligned}$ | $\begin{aligned} & 0.57 \\ & 20 \\ & 0.53 \end{aligned}$ | $\begin{aligned} & 17.64 \\ & 1037 \\ & 1280 \end{aligned}$ | 438 1.80 208 |



Additionul Notasi:
Perlod 3 Prerrqtion Settings -700 Min, 45 Max, 60 Reservice, 20 Delay, 13 Inhibit
Pation Settings - $>16$ Vehicles in 15 second
F:Uay RasearchiExcel FilesiPeriod $3150 \% 100-45-60-20-13 \_16-15$

Figure D-7 Period 3 Configuration B-50


Summary of Meeasures of Effectiveness Average Values：

|  | U－㐫 |  | L－ | Vaticle |  | Votucte Mruma |  |  | 盛 | Bravah |  | Vebrimen |  | Avwrop |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Phen | 8uat | End | Oroup | neme | Tripe | How Then | Onty T me | Totur Tree | Move Totel | Total Tmo | Delery Time | Dinue $7 \times 0$ | Stup Time | Sxp（PET） | Speod 4 PH |
| 5 | 0 | 9 | Lem K | 868 | 9.58 | 727 | 610 | 1343 | 0.58 | 8.58 | 32.58 | 521 | 5.17 | 8073 | 30.34 |
| 2 | 0 | 1 | Trus $\uparrow$ | 60.87 | toc．es | 612 | 11.88 | 7801 | 0.5 | 53.83 | 8.21 |  | 040 | 3265 | 48.3 |
| 2 | 0 | 1 | Protit ${ }^{\text {a }}$ | 221 | 3.15 | 239 | 0.50 | 200 | 080 | 51.95 | 0.50 | 0.18 | 018 | 5240 | 4 CO |
| 1 | － | 1 | Lety | 945 | 15．75 | 10.29 | 18.27 | 28.50 | 0.37 | 100．30 | 70.40 | 1453 | 1417 | 2201 | 202 |
| 0 | 0 | 1 | Tru $\downarrow$ | 5473 | 81．25 | 5948 | 3284 | 9210 | 0.65 | 60.62 | 21.52 | 14.89 | 1342 | 43.56 | 3591 |
| 0 | 6 | 1 | Putat | 1437 | 23.95 | 45.01 | 6.51 | 2212 | 071 | 55.40 | 1631 | 1.37 | 117 | 50.89 | 3214 |
| 4 | 2 | 1 | Lent | 160 | 10.85 | 297 | 388 | 0.00 | 038 | 34.08 | 2208 | 322 | 316 | 7810 | 1629 |
| 4 | 2 | 1 | Tru $\rightarrow$ | 479 | 3185 | 030 | 889 | 10．28 | 0.41 | 30.30 | 18.30 | 7.53 | 7.23 | 63.70 | 10.27 |
| 4 | 2 | 1 | Puptes | 200 | 17.35 | 347 | 435 | 7.82 | 0.45 | 27.15 | 15． 5 | 284 | 245 | 78.78 | 20.40 |
| 0 | 4 | 1 | Leta | 1.91 | 4.25 | 255 | 1.48 | 4.09 | 0.65 | 5.74 | 21.74 | 1.10 | 1.00 | 75.78 | 2916 |
| 8 | 4 | 1 | Trut $\leftarrow$ | 15.52 | 3050 | 2086 | 11.08 | 31.71 | 0.68 | 55.12 | 19.13 | 7.40 | 7.15 | 8442 | 29.5 |
| 8 | 4 | 1 | Right K | 580 | 12.4 | 7.47 | 312 | 10．50 | 0.70 | 31.4 | 15.48 | 1.24 | 1.54 | 75.8 | 31.82 |

Summary of Measure of Effectiveness Standard Deviations：

|  | Ln啇 |  | L나랄 | Vomicto |  |  |  |  | R＋00 | Beovah |  | Vebrim |  | Averame |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pruee | sure | End | Croup | 4－8 | Tripo | Mow 7 mom | Ouncy Tomo | Tocal Truos | Mrove rotar | Total Trom | Deny Tisom | Cutae 7 mos | 8top Time | Srope（Pen） | Spead fow |
| 5 | 0 | 1 | Lef K | 228 | 319 | 243 | 3.08 | 4.86 | 0.07 | 12.34 | 1231 | 282 | 273 | 7.92 | 3.82 |
| 2 | 8 | 1 | Trua $\uparrow$ | 282 | 4.03 | 307 | 1.90 | 4.05 | 000 | 1.20 | 177 | 1.2 | 1.35 | 4.22 | 1.13 |
| 2 | 0 | 1 | Rught 7 | 1.18 | 1.80 | 129 | 0.38 | 1.83 | 0.20 | 1288 | 4.45 | 0 28 | 018 | 38.46 | 10.80 |
| 1 | 0 | 1 | Lefl | 224 | 373 | 243 | 5.98 | 7.58 | 0.08 | 19.74 | 18.74 | 5.34 | 52 | 6.97 | 346 |
| 6 | 0 | 1 | Trua $\downarrow$ | 3.17. | 5.20 | 145 | 0.53 | 8.72 | 000 | 570 | 570 | 5． 99 | 477 | 10.30 | 30 |
| 8 | B | 1 | Puytic | 202 | 330 | 220 | 1.81 | 352 | 0.05 | 3.79 | 379 | 0.80 | 0.70 | 19.95 | 254 |
| 4 | 2 | 9 | Left $\lambda$ | 0.58 | 329 | 0.88 | 1.38 | 200 | 005 | 5.82 | 5.82 | 1.18 | 1.18 | 1387 | 22 |
| 4 | 2 | 1 | T\％u $\rightarrow$ | 082 | 4.11 | 0.82 | 333 | 308 | 0.07 | 4.78 | 4．78－ | 272 | 202. | 0.68 | 290 |
| 4 | 2 | 1 | Puoptis | 0.57 | 37 | 075 | 18. | 1.80 | 008 | 4.25 | 4.25 | 1.14 | 100 | 9.57 | 337 |
| 8 | 4 | 1 | Letk | 0.58 | 125 | 0.75 | 0.82 | 1.33 | 0.12 | 13.40 | 13.40 | 0.73 | 0.71 | 19.30 | 5.20 |
| 8 | 4 | 1 | Tru¢ | 200 | 450 | 270 | 251 | 4.80 | 004 | 380 | 361 | 1.98 | 1.00 | 1140 | 1.90 |
| － | 4 | 1 | Righe K | 124 | 276 | 1.86 | 0.8 | 1.80 | 005 | 364 | 363 | 046 | 0.45 | 1148 | 278 |




Artitional Notas：
Period 3
Premption Settings－＞ 00 Min， 45 Max， 60 Reservice， 25 Delay， 13 inhibit
Platoon Settings－$>6$ Vehicles in 10 seconds
Fi WryResearch LExcel FitesiPeriod $3150 \% 100-45-60-25-13 \_6-101$
P3c－50． ds
School of Civil Engineering－Purdue University
Pnnted on 7／15／98 at 11：18 AM
Figure D－8 Period 3 Configuration C－50


Surnmary of Meeasures of Effectiveness Average Values:

|  | Unk |  | Lne | vanter |  | Vaticte mimies |  |  | Reatio | SucNah |  | Vabmin |  | Averup |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prave | start | End | croup | 4-3 | Titas | Move Time | Detry trae | Toent Tara | move Toter | Toan tree | Detry Tine | Ouce Tima | Sup tina | Stope (PCT) | apeed \%mp |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{array}{r} 672 \\ 61.25 \\ 221 \\ \hline \end{array}$ | $\begin{array}{r} 980 \\ 87.50 \\ 3.15 \\ \hline \end{array}$ | $\begin{array}{r} 730 \\ 54 \\ 239 \end{array}$ | $\begin{gathered} 5.07 \\ 13.32 \\ 0.48 \end{gathered}$ | $\begin{gathered} 1237 \\ 79.87 \\ 285 \end{gathered}$ | $\begin{aligned} & 0.00 \\ & 0.83 \\ & 0.81 \end{aligned}$ | $\begin{aligned} & 7789 \\ & 5477 \\ & 5139 \end{aligned}$ | $\begin{aligned} & 3201 \\ & 913 \\ & 8.00 \end{aligned}$ | $\begin{aligned} & 408 \\ & 700 \\ & 0.12 \end{aligned}$ | $\begin{aligned} & 402 \\ & 700 \\ & 0.12 \end{aligned}$ | $\begin{aligned} & 8984 \\ & 35.30 \\ & 4.30 \end{aligned}$ | 32.84 48.04 44.51 |
| $\begin{aligned} & 1 \\ & 8 \\ & 6 \end{aligned}$ | $\begin{aligned} & 6 \\ & 8 \\ & 6 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | 8.54 <br> 55.36 <br>  <br> 1434 | $\begin{aligned} & 1590 \\ & 8230 \\ & 2390 \end{aligned}$ | $\begin{aligned} & 10.30 \\ & 8015 \\ & 15.57 \end{aligned}$ | $\begin{gathered} 15.60 \\ 3200 \\ 689 \end{gathered}$ | $\begin{aligned} & 2034 \\ & 0274 \\ & 227 \end{aligned}$ | 0.40 0.08 0.71 | $\begin{aligned} & 6923 \\ & 60.22 \\ & 55.40 \end{aligned}$ | $\begin{aligned} & 00.18 \\ & 2192 \\ & 10.50 \end{aligned}$ | 1208 1487 148 | $\begin{array}{r} 11.69 \\ 3358 \\ 1.31 \end{array}$ | $\begin{aligned} & 1290 \\ & 2089 \\ & 50.85 \end{aligned}$ | 2723 3630 3880 |
| $4$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Lent } x \\ & \text { Thre } \rightarrow \\ & \text { Reper y } \end{aligned}$ | 1.58 4.73 2.50 | $\begin{aligned} & 10.55 \\ & 3150 \\ & 1725 \end{aligned}$ | 211 830 345 | $\begin{array}{r} 408 \\ 1014 \\ 400 \end{array}$ | 6.17 10.49 748 | $\begin{aligned} & 0.35 \\ & 0.39 \\ & 0.47 \end{aligned}$ | $\begin{aligned} & \hline 35.52 \\ & 31.23 \\ & 25.87 \end{aligned}$ | $\begin{aligned} & 23.52 \\ & 1923 \\ & 13.87 \end{aligned}$ | $\begin{aligned} & 3.50 \\ & 702 \\ & 236 \end{aligned}$ | $\begin{aligned} & 368 \\ & 784 \\ & 220 \end{aligned}$ | $\begin{aligned} & 75.73 \\ & 66.87 \\ & 77.01 \end{aligned}$ | 1574 1780 2128 |
| 8 8 6 | 4 | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | Lenk Trus $\leftarrow$ Rigra K | 194 15.25 5.59 | $\begin{array}{r} 430 \\ 3350 \\ 128 \end{array}$ | $\begin{array}{r} 258 \\ 20.33 \\ 7.35 \end{array}$ | $\begin{array}{r} 146 \\ 1208 \\ 321 \\ \hline \end{array}$ | $\begin{aligned} & 4.04 \\ & 32.42 \\ & 10.55 \end{aligned}$ | 004 065 0001 | $\begin{aligned} & 56.74 \\ & 57.39 \\ & 5230 \end{aligned}$ | $\begin{aligned} & 20.74 \\ & 21.30 \\ & 10.39 \end{aligned}$ | $\begin{aligned} & 1.04 \\ & 881 \\ & 1.61 \end{aligned}$ | 1.04 135 1.60 | $\begin{aligned} & 73.26 \\ & 6504 \\ & 74.07 \end{aligned}$ | 2900 28.45 34.14 |

Summary of Measure of Effectiveness Standard Deviations:


Additional Notas:
Perlod 3

Figure D-9 Period 3 Configuration D-50


Summary of Meeasures of Effectiveness Average Values:

|  | Unt |  | Leno | Venicie |  | Vehleterames |  |  | Pato | Seotvan |  | Vebilin |  | Anvige |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prees | sant | End | Grow | miot | TMpe | How 7 mom | Dowy True | Touer Tim | mave Treer | Teew Ine | Deny Tase | Oune Tine | Stop Tires | Empe (PCT) | 8 Bmodrax |
| $\begin{aligned} & 5 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | $\begin{gathered} 0.89 \\ 81.04 \\ 221 \end{gathered}$ | $\begin{aligned} & 955 \\ & 07.20 \\ & 315 \end{aligned}$ | $\begin{array}{r} 728 \\ 68.31 \\ 230 \end{array}$ | $\begin{array}{r} 464 \\ 1338 \\ 049 \end{array}$ | $\begin{aligned} & 11.90 \\ & 7080 \\ & 280 \end{aligned}$ | $\begin{aligned} & 001 \\ & 0.85 \\ & 080 \end{aligned}$ | $\begin{aligned} & 74.85 \\ & 5485 \\ & 51.90 \end{aligned}$ | $\begin{gathered} \hline 2022 \\ 923 \\ 859 \end{gathered}$ | $\begin{aligned} & 360 \\ & 738 \\ & 010 \end{aligned}$ | $\begin{aligned} & 309 \\ & 787 \\ & 018 \end{aligned}$ | $\begin{aligned} & \infty 096 \\ & 36.31 \\ & 54.40 \end{aligned}$ | 33.87 4597 4398 |
| $\begin{aligned} & 1 \\ & 6 \\ & 0 \end{aligned}$ | $\begin{aligned} & 6 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | Len $>$ Tru $\downarrow$ Reght $K$ | $\begin{array}{\|} \hline 951 \\ 5528 \\ 9431 \end{array}$ | 15.85 0180 23.5 | $\begin{aligned} & 1033 \\ & 5602 \\ & 45.56 \end{aligned}$ | $\begin{gathered} 13.00 \\ 30.04 \\ 0.59 \end{gathered}$ | $\begin{aligned} & 24.23 \\ & 96.06 \\ & 223 \end{aligned}$ | $\begin{aligned} & 044 \\ & 0.03 \\ & 070 \end{aligned}$ | $\begin{aligned} & 5080 \\ & 82.61 \\ & 5.62 \end{aligned}$ | $\begin{aligned} & 5150 \\ & 2351 \\ & 18.50 \end{aligned}$ | $\begin{array}{r} 2.82 \\ +0.50 \\ 1.31 \\ \hline \end{array}$ | $\begin{array}{r} 0.43 \\ 1496 \\ 1.18 \\ \hline \end{array}$ | $\begin{aligned} & 81.53 \\ & 49.74 \\ & 56.74 \end{aligned}$ | $\begin{aligned} & 2428 \\ & 3488 \\ & 3898 \end{aligned}$ |
| 4 | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ |  | 181 47 280 | $\begin{aligned} & 10.70 \\ & 3180 \\ & 17.30 \end{aligned}$ | 214 0.36 3.46 | $\begin{aligned} & 3.54 \\ & 9.75 \\ & 3.97 \end{aligned}$ | $\begin{array}{r} 568 \\ 18.11 \\ 749 \end{array}$ | $\begin{aligned} & 0.38 \\ & 0.40 \\ & 0.47 \end{aligned}$ | $\begin{aligned} & 31.88 \\ & 30.27 \\ & 25.74 \end{aligned}$ | 19.88 18.27 13.74 | 290 7.50 229 | 208 722 200 | 7.74 8564 78.57 | 17.31 <br> 18.07 <br> 2128 |
| 0 | 4 | 1 1 1 |  | 194 1530 583 | $\begin{aligned} & 4.30 \\ & 34.15 \\ & 1250 \end{aligned}$ | 256 20.40 7.50 | $\begin{array}{r} 1.25 \\ 10.85 \\ 3 . .82 \end{array}$ | $\begin{array}{\|c\|} \hline 3.83 \\ 3133 \\ 1059 \end{array}$ | $\begin{aligned} & 088 \\ & 0.66 \\ & 0.71 \end{aligned}$ | $\begin{aligned} & 53.92 \\ & 54.89 \\ & 50.84 \end{aligned}$ | $\begin{aligned} & 17.92 \\ & 18.02 \\ & 14.82 \end{aligned}$ | 0.85 7.53 1.58 | 1001 7.07 147 | 7126 64.16 7281 | 30.50 20.57 37.99 |

Summary of Measure of Effectiveness Standard Deviations:


Addtional Motes:
Perlod 3
Baseline Condtions with 50\% Side Street Volume using CID Imterface
F-UayResearctiExcel FilesiPenod $3150 \%$ Existing
E3-50.xls

Figure D-10 Period 3 Configuration E-50


Summary of Meeasures of Effectiveness Average Values:

|  | 山哏 |  | Lem | Vatucos |  | Vatucto Mention |  |  | Resto | seeven |  | Vomin |  | Avtrep |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prave | surt | End | Group | $\pm 0$ | Tripe | Hown | Dowy Trpo | Toual Trum | Hover Town | Totel Tme | Dotry Tme | Onan | Supp $\mathrm{T}_{\text {me }}$ | Stupe (PCT) | Soued uph |
| 5 | 8 | 1 | Lenk | 5.18 | 740 | 5.8 | 300 | 9.23 | 0.61 | 73,62 | 2006 | 250 | 287 | 93, 131 | 33.56 |
| 2 | 8 | 1 | Trus $\uparrow$ | 51.31 | 7330 | ${ }_{5} 5.75$ | 1210 | 6.85 | 0.08 | 5657 | 69 | 7.16 | 7.01 | 41.00 | 45.40 |
| 2 | 9 | 9 | Rught ${ }^{\text {a }}$ | 1.75 | 250 | 100 | 0.4 | 232 | 079 | 5284 | 0.50 | 0.4 | 0.92 | 428 | 43.4 |
| 1 | 8 | 9 | 1-t | 5.46 | 940 | 6.53 | 572 | 11 es | 054 | 75.41 | 3831 | 487 | 475 | 79.9 | 29.53 |
| 8 | 5 | , | Trua $\downarrow$ | 3497 | 58.30 | 37.00 | 13.40 | 57.30 | 0.75 | 528 | 1372 | 7.04 | 6.64 | 36.08 | 4122 |
| $\theta$ | 6 | 1 | Regrek | 008 | 1815 | 10.52 | 331 | 1784 | 0.78 | 51.43 | 1235 | 081 | 0.58 | \$5.45. | 4204 |
| 4 | 2 | 1 | Let ${ }^{\text {a }}$ | 1.61 | 1073 | 225 | 342 | \$57 | 0.40 | 30.75 | 18.75 | 2es | 281 | 78.79 | $18 \times 0$ |
| 4 | 2 | 1 | Trus $\rightarrow$ | 475 | 3185 | 830 | 861 | 1494 | 0.43 | 28.35 | 18.35 | 6.38 | 808 | 014 | 1977 |
| 4 | 2 | 1 | Pogit ${ }^{\text {a }}$ | 258 | 1720 | 34 | 3.40 | 8.4 | 0.51 | 2380 | 11.08 | 1.09 | 1.57 | 71.85 | 2275 |
| 8 | 4 | 1 | Let K | 331 | 733 | 441 | 240 | 851 | 0.08 | 5578 | 16 73 | 1.2 | 141 | T204 | 292 |
| B | 4 | 1 | Trout | 23.41 | 5205 | 3122 | 18.49 | 47.102 | ax | 54.87 | 18.87 | 900 | 847 | 81.97 | 2957 |
| 8 | 4 | 1 | Progra | aso | 1780 | 1074 | 451 | 35.34. | 0.70 | 51.33 | 15.34 | 178 | 1.58 | 8, 84 | 33.87 |

Summary of Measure of Effectiveness Standard Deviations:


## Additional kotars:

Period 4

Figure D-11 Period 4 Configuration A-100

| VPH | = Frow | Rato in Vehicles p | Hour |  |  |  |  |  |  |  |  | Intersection | atistics |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| STOPS | = Perce | entage of Velucles | stopped |  |  |  |  |  |  | N |  | VPH | 1214 |
| DELAY | $=$ Detay | Time (SecondsV | hicdo) | Totas |  |  |  |  |  | 0 |  | stops | 55\% |
|  |  |  |  | - 0 | 12.9 | 14.1 | 33.8 | delay |  |  |  | delay | 15.3 |
|  |  |  |  | 48 | 5\% | 37\% | 84\% | STOPS |  |  |  |  |  |
|  |  | CR 350 |  | $\therefore 33 \pm$ | 63 | 232 | 36 | VPH |  | $\cdots 3$ | 6ix: | -788: | coins: |
|  |  | CR 350 |  |  | $k$ | $\downarrow$ | $\pm$ |  |  | 72 | 65\% | 15.2 |  |
|  |  | DELAY | sTops | VPH |  |  |  |  |  | 209 | 62\% | 19.0 |  |
|  |  | 17.5 | 75\% | 44 |  |  |  |  |  | 30 | $77 \%$ | 19.2 | $\pm$ |
|  |  | 165 | 63\% | 127 |  |  |  |  |  | VPH | STOPS | DELAY |  |
|  |  | 12.5 | 72\% | 69 |  |  | $\kappa$ | $\uparrow$ | $\lambda$ |  |  |  |  |
|  |  | Totas :15.5 | - $6.68 \%$ | $\cdots 240=$ |  | VPH | 30 | 292 | 10 |  |  |  |  |
|  |  |  |  |  |  | STOPS | 92\% | 42\% | 40\% |  |  |  |  |
| Signal | Phaseng | 2at Interseation |  |  |  | delay | 30.0 | 9.9 | 8.3 | 륵6 |  |  |  |
| 1 | 2 | 3.4 |  |  |  |  |  |  |  | 7omat |  |  |  |
|  | $\stackrel{+}{4}$ | $\stackrel{4}{7}$ |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\square$ | 7 |  |  |  |  | - |  |  |  |  |  |  |

Summary of Meeasures of Effectiveness Average Values:

|  | Lirin |  | Lime | ventes |  | Venke minem |  |  | Reso | 8eovah |  | Veham |  | Avarap |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prose | stan | End | Oroup | $\cdots$ | Trip | $\cdots$ | Drey Tree | Tocal Time | How Tour | Tatal Time | Dincy Tow | Cuven 7 mos |  | suep (PCT) | 8 peod mpu |
| $\begin{aligned} & 3 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { Led K } \\ & \text { Mru } \uparrow \\ & \text { Rogre } \lambda \end{aligned}$ | $\begin{array}{r} 520 \\ 5100 \\ 175 \end{array}$ | $\begin{array}{r} 745 \\ 7290 \\ 250 \end{array}$ | $\begin{gathered} 5.00 \\ 3840 \\ 100 \end{gathered}$ | $\begin{array}{r} 363 \\ 1105 \\ 040 \end{array}$ | $\begin{array}{r} 930 \\ 67.30 \\ 230 \end{array}$ | $\begin{aligned} & 0.81 \\ & 0.02 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 73.57 \\ & 5548 \\ & 51.61 \end{aligned}$ | $\begin{aligned} & 29.96 \\ & 805 \\ & 820 \end{aligned}$ | $\begin{aligned} & 200 \\ & 7.04 \\ & 0.14 \end{aligned}$ | $\begin{aligned} & 287 \\ & 6.82 \\ & 0.12 \end{aligned}$ | $\begin{aligned} & 9228 \\ & 41.80 \\ & 4008 \end{aligned}$ | 3354 4547 447 |
| $\begin{aligned} & 1 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | Len $x$ Thre $\downarrow$ Reptre | $\begin{array}{r} 540 \\ 3478 \\ 845 \\ \hline \end{array}$ | $\begin{gathered} 9.00 \\ 57.55 \\ 15.73 \end{gathered}$ | $\begin{array}{r} \hline 5.87 \\ 37.76 \\ 10.28 \\ \hline \end{array}$ | $\begin{array}{r} \hline 530 \\ \mathbf{5 3 6 0} \\ 3.35 \\ \hline \end{array}$ | $\begin{aligned} & 11.17 \\ & 51.2 \\ & 13 . e 2 \end{aligned}$ | $\begin{aligned} & 0.55 \\ & 0.74 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 7298 \\ & 5320 \\ & 51.98 \end{aligned}$ | $\begin{aligned} & 3300 \\ & +110 \\ & +208 \end{aligned}$ | $\begin{aligned} & 4.33 \\ & 7.08 \\ & 0 \in 9 \end{aligned}$ | $\begin{aligned} & 4.20 \\ & 800 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 83.85 \\ & 3718 \\ & 5715 \end{aligned}$ | 3018 41.00 41.07 |
| $4$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & \operatorname{Len} x \\ & \operatorname{nru} \rightarrow \\ & \operatorname{sog} x \end{aligned}$ | 148 475 257 | $\begin{aligned} & 10.85 \\ & 31.85 \\ & 17 \\ & 15 \end{aligned}$ | 2.17 633 3.43 | $\begin{aligned} & 316 \\ & 0.72 \\ & 35 \end{aligned}$ | 5.38 15.05 6.80 | 0.41 0.2 0.49 | $\begin{aligned} & 20.53 \\ & 2051 \\ & 2450 \end{aligned}$ | $\begin{aligned} & 17.53 \\ & 12.51 \\ & 12.50 \end{aligned}$ | 258 6.08 1.87 | 253 019 1.74 | $\begin{aligned} & 75.34 \\ & 6327 \\ & 71.53 \end{aligned}$ | 1852 1804 223 |
| $\begin{aligned} & \hline 8 \\ & 6 \\ & 8 \end{aligned}$ | 4 | $\begin{aligned} & 1 \\ & 9 \\ & 1 \end{aligned}$ | Lenk <br> Tine $f$ <br> Rugter | 3.31 23.4 6.01 | 7.35 5205 17.80 | 441 3122 10.88 | 233 16.56 4.54 | 874 477 1527 | 0.88 0.08 0.0 | $\begin{aligned} & 53.18 \\ & 53.02 \\ & 51.16 \end{aligned}$ | 12.16 <br> 19.03 <br> 5.19 | $\begin{aligned} & 9.36 \\ & 295 \\ & 17 \end{aligned}$ | 1.33 0.64 1.58 | 7875 0227 0525 | 29.50 20.48 51.75 |

Summary of Measure of Effectiveness Standard Doviations


Additionly Hoter:
Perlod 4 Premption Setings $->00 \mathrm{Mmn}, 45$ Max, 60 Reservice, 20 Delay, 13 Inhibit
Platoon Sertings -> 16 Vehicles in 15 seconds
F:UaylResearchiExcell FilesiPeriod41100\%100-45-60-20-13_16-15
P4b-100 xd
Figure D-12 Period 4 Configuration B-100

Jay Wasson


Summary of Meeasures of Effectiveness Average Values:

|  | LInt |  | Lare | vendic |  | Vendico mimuts |  |  | Reso | Seovah |  | Vathen |  | Averoge |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prome | Bemer | End | Orasp | - | Thp | Mown Tine | Dury Trae | Tocal Trose | Move Tomen | Totan Jime | Ducy ram | Oume Tint | stup | Smpe (PCT) | Spend mpr |
| 5 | 8 | 1 | Lefr | 515 | 735 | 558 | 378 | 935 | 0.00 | 7.01 | 3139 | 311 | 308 | 945 | 3288 |
| 2 | 8 | 1 | True $\uparrow$ | 51.58 | 73.65 | 56.01 | 1174 | 67.78 | 0.83 | 5621 | - 58 | 8.98 | 680 | 3988 | 4587 |
| 2 | 8 | 1 | Prgat ${ }^{\text {a }}$ | 1.70 | 255 | 184 | 040 | 234 | 0.80 | 5200 | 874 | 0.12 | 0.0 | 4185 | 43.2 |
| 1 | e | 1 | $\underline{\cos }$ | 5.13 | 8.55 | 5.57 | 804 | 11.87 | 0.49 | $60 \cdot 1$ | 4151 | 542 | 530 | 5050 | 27.21 |
| 6 | 0 | 1 | Trut | 36.05 | 60.10 | 3910. | 1210 | 51.27 | 0.7 | 51.21 | 1211 | 555 | 520 | 3141 | 42.5 |
| $\theta$ | B | 1 |  | 9.35 | 1590 | 1036 | 338 | 1374 | 075 | 51.83 | 1273 | 080 | 054 | 5248 | 4174 |
| 4 | 2 | 1 | Lnt | 1.22 | 10.80 | 218 | 324 | 540 | 0.4 | 29.38 | 17.38 | 283 | 258 | 7610 | 18.7 |
| 4 | 2 | 1 | Tru $\rightarrow$ | 480 | 37.25 | 8.25 | ese | \%6.64 | 042 | 23.58 | 10.58 | 8.50 | 028 | $6 \times 18$ | 98.06 |
| 4 | 2 | 1 | Fiores | 258 | 17.05 | 341 | 388 | 729 | 048 | $2 z_{31} 8$ | 13 er | 220 | 205 | 7298 | 21.54 |
| 8 | 4 | 1 | Lent | 331 | 7.35 | 441 | 237 | 877 | $0 \times 6$ | 5185 | 1885 | 1.38 | 1.38 | 75.88 | 2800 |
| 8 | 4 | 1 | Trus $\leftarrow$ | 2298 | 59.05 | 30 cz | 12.81 | 4740 | 0.66 | 5518 | 1904 | 090 | 035 | 00.00 | 2910 |
| 0 | 4 | 1 | Reprer N | 7.80 | 17.55 | 1053 | 488 | 15.21 | 0.70 | 51.81 | 15.88 | 211 | 1.87 | 63.07 | 314 |

Summary of Measure of Effectiveness Standard Deviations:

|  | Lnt |  | Lers | vonde |  | Veabicio minues |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pruen | sart | End | Orove | 400000 | Tims | Hove Time | Duny Tram | Toell 7 mo |
| 5 | 8 | 1 | Leax | 1.78 | 254 | 1.93 | 1.24 | 302 |
| 2 | - | 1 | Trut | 2.82 | 417 | 317 | 1.82 | 356 |
| 2 | 6 | 1 | Faple 7 | 1.05 | 1.50 | 1.14 | 0.31 | 141 |
| 1 | ${ }^{6}$ | 1 | Len $\triangle$ | 1.65 | 274 | 9.0\% | 275 | 4.34 |
| 8 | C | 1 | Trut | 238 | 383 | 258 | 445 | 533 |
| 8 | 6 | 1 | Friper K | 1.77 | 2.95 | 1.82 | 0.87 | 285 |
| 4 | 2 | 1 | Lant | 0.50 | 383 | 0.70 | 1.64 | 238 |
| 4 | 2 | 1 | Trus $\rightarrow$ |  | 414 | 0.83 | 1.64 | 218 |
| 4 | 2 | 1 | Fogres ${ }^{\text {a }}$ | ase | 396 | 0.79 | 158 | 218 |
| - | 4 | 1 | Letc C | 128 | 2 T | 1.81 | 1 14 | 287 |
| 0 | 4 | 1 | Thus $\leftarrow$ | 265 | 5.88 | 350 | 291 | 553 |
| 8 | 4 | 1 | Rupte K | 104 | 4.30 | 250 | 157 | 4.08 |




Additional Hotas:
Period 4
Premption Settings $\rightarrow 00 \mathrm{Min}, 45 \mathrm{Max}, 60$ Reservice, 25 Delay, 13 Inhibit
Platoon Setings - $>6$ Vehicdes in 10 seconds
FUlaytResearch Excell FilesPenod4 $1100 \% 100-45-60-25-13 \_6-101$
P4c-100.xds
Printed on 7/15/98 at 11:18 AM
Figure D-13 Period 4 Configuration C-100


Summary of Meeasures of Effectiveness Average Values:

|  | L |  | L-m | voricio |  | Vehtelo iliotme |  |  | Rato | Seotam |  | Ventim |  | Averago |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Preas | start | End | Cocoup | mave | Tripe | Mowe Trae | Dowey Tine | Toted Tine | Move Tata | Toteithot | Oeny 7 min | Cuenot Thin | Stap Thiop | 5 Stape (PCT) | Speed IVFW |
| 5 | 8 | 1 | Lefk | 5.18 | 740 | 5.8 | 383 | 9.46 | 0.58 | 7767 | 3205 | 312 | 3.00 | 91. 28 | 3267 |
| 2 | $\square$ | 1 | Thrs $\uparrow$ | 53.2 | 7345 | 56.06 | 11.88 | 67.74 | 0.62 | 55,38 | 9.74 | 7.05 | 6.91 | 30.80 | 45.58 |
| 2 | e | 1 | Psprex ${ }^{\text {a }}$ | 175 | 250 | 1.90 | 0.40 | 230 | 079 | 5268 | 9.34 | 024 | 0.12 | 298 | 43.54 |
| 1 | 0 | 1 | Lete ${ }^{\text {c }}$ | 5.52 | 220 | 60 | 6.30 | 1228 | 0.51 | 7, 17 | 3907 | 53 | 5.18 | 81.8 | 28.38 |
| 8 | 0 | 1 | Trut | 3524 | 58.73 | 38.29 | 11.50 | 40.78 | 0.7 | 50.68 | 11.78 | 501 | 5.44 | 37.97 | 207 |
| - | 6 | 1 | Propak | 9.66 | 1610 | 10.49 | 327 | 13.71 | $0 \pi$ | 51.16 | 12.08 | 047 | 0.5 | 47.58 | 425 |
| 4 | 2 | 1 | Len $\times$ | 1.61 | 10.75 | 215 | 321 | 538 | 0.4 | 20.64 | 17.94 | 267 | 2.28 | 75.20 | 2.58 |
| 4 | 2 | 1 | Tru $\rightarrow$ | 473 | 31.50 | 8.30 | 0.78 | 15.ce | 0.42 | 20.73 | 48.73 | 6.53 | 680 | ¢5589 | 20.82 |
| 4 | 2 | 1 | Fight ${ }^{\text {P }}$ | 257 | 97.95 | 343 | 260 | 7.00 | 048 | 24.80 | 12e2 | 1.88 | 1.73 | 70.0 | 223 |
| - | 4 | 1 | Lence | 328 | 7.30 | 4.38 | 234 | 8.72 | 0.68 | 64.88 | 18.88 | 1.41 | 1.36 | 7319 | 2974 |
| - | 4 | 1 | Tru 4 | 23.80 | 51.25 | 3074 | te. 14 | 4.887 | 080 | $5 \mathrm{se9}$ | 12.90 | 9.30 | 8.81 | 8200 | 2051 |
| 0 | 4 | 1 | Repres | 7.90 | 17.70 | 10.e2 | 447 | 15.00 | 0.71 | 50.97 | 14.88 | 1.89 | 1.82 | ea. 12 | 31.90 |

Summary of Measure of Effectivenass Standard Deviations:


Additional Notes:
Portod 4 Fremption Settings $->00 \mathrm{Min}, 45 \mathrm{Max}, 60$ Reservce, 30 Delay, 13 Intribet Plation Setings - $>6$ Vehicles in 05 seconds
F:UayResearch Excen FilestPenod41100\%100-45-60-30-13_6-05
P4-100.x/s

Figure D-14 Period 4 Configuration D-100


Summary of Meeasures of Effectiveness Average Values:

|  | Unt |  | Lent | Ventica |  | Vanicte minites |  |  | Ratso | Secivon |  | Vathat |  | Averape |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ptame | stant | End | Crap | $\cdots$ | Trpo | moverne | Devey naw | Tocel True | Hove Tous | Total T me | Devary Time | Cuman ${ }^{\text {noto }}$ | $\operatorname{senp} \mathrm{Tm}$ | Smax (PECT | Bpadarph |
| 5 | $\square$ | 1 | Lef | 572 | 745 | 5.86 | 3.68 | 0.35 | 081 | 7540 | 2976 | 2.97 | 2.85 | 9236 | 3366 |
| 2 | 0 | 1 | Trua $\uparrow$ | 5917 | 7310 | 5559 | 1185 | 5144 | 083 | 55.38 | 9.75 | 0.99 | 6. 35 | 40.62 | 4555 |
| 2 | 0 | 9 | Ropid $x$ | 179 | 255 | 1.04 | 0.40 | 234 | 080 | 51.74 | 6.39 | C. 13 | 0.11 | 4758 | 4.95 |
| 1 | 6 | 1 | Lens | 5.37 | 085 | 5.83 | 5.69 | 11.45 | 0.53 | 75.92 | 36.102 | 472 | 480 | 82.52 | 29.50 |
| 6 | 6 | 1 | Trua $\downarrow$ | 34.58 | 57.08 | 37.57 | 1308 | 5000 | 0.75 | 52.84 | 13.54 | 0.96 | e. 58 | 35.49 | 41.42 |
| a | 0 | 1 | Rught | 980 | 1600 | 10.43 | 337 | 13.80 | 0.78 | 51.78 | 1268 | 0.88 | 0.62 | 5707 | 4178 |
| 4 | 2 | 1 | Lefl 7 | 1.62 | 1280 | 2.19 | 322 | 533 | 0.2 | 23.5 | 1745 | 2.54 | 258 | 78.34 | 18.6 |
| 4 | 2 | 1 | Tmu $\rightarrow$ | 4.78 | 31.70 | a 34 | 848. | 14.89 | 0.43 | 28.02 | 1502 | 817 | 5.53 | 63.19 | 1943 |
| 4 | 2 | 1 | Rogry | 258 | 17.20 | 3.46 | 350 | 6.84 | 0.50 | 24.38 | 1238 | 1.77 | 1.05 | 71.88 | 2242 |
| 3 | 4 | 1 | Lenk | 3.31 | 7.35 | 441 | 240 | 687 | 0.66 | 55.55 | 185 | 1.20 | 141 | 78.62 | 29.38 |
| 8 | 4 | 1 | Trout | 2348 | 5215 | 31.28 | 18.84 | 47.98 | 0.88 | 55.00 | 1808 | 216 | 6.68 | E200 | 29.47 |
| 0 | 4 | 1 | figm ${ }^{\text {c }}$ | 0.03 | 17.85 | 1071 | 4.68 ] | 15.38 | 070 | 5158 | 15.55 | 1.84 | 180 | 50.82 | 3154 |

Summary of Measure of Effectiveness Standard Deviations:


Additional Natas:
Pertiod 4
Existing Conditions with $100 \%$ Side Street Vobume using CID interface control
F: HaytResearch Excel FiesiPenod4 1100\%)Existingl
E4-100.xIs

Figure D-15 Period 4 Configuration E-100


Summary of Meeasures of Effectivaness Average Values:

|  | Un年 |  | Lin | Vendet |  | Yotule Mrime |  |  | Remo | Seotvan |  | Vatmin |  | Averteo |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| man | 8000 | End | arows | meen | Tripo | Move troo | Dover Towo | Toter Time | Hove Total | Tomino | Demy Tre | Ounve Tume | 8800760 | Stope (PCT) | Spoed \%ers |
| 5 | 8 | 1 | Letk | 522 | 7.45 | 560 | 3.08 | 8.74 | $00^{4}$ | 71.4 | 25.81 | 235 | 233 | 91.28 | 3549 |
| 2 | 6 | 1 | Trut | 50.86 | 7235 | 55.02 | 4.72 | 6374 | a.sed | 5287 | 7.85 | 448 | 439 | 3305 | 47.60 |
| 2 | - | 1 | Riotit ${ }^{\text {a }}$ | 1.79 | 255 | 1.94 | 035 | 228 | 061 | 51.07 | 7.74 | 0.08 | 000 | 40.16 | 4.75 |
| 1 | - | ' | Lutas | 5.4 | 9.40 | 813 | 428 | 10.35 | ast | 6045 | 27.36 | 320 | 318 | 8583 | 32.85 |
| - | 6 | \% | Trinu $\downarrow$ | 3560 | 50.50 | san | 8.58 | 47.76 | a.81 | 42.8 | 800 | 378 | 288 | 2548 | 4.96 |
| 6 | 8 | 1 | Frowe $k$ | 8.80 | 12.00 | 12.43 | 301 | 13.44 | 078 | 50.42 | 11.32 | 0.37 | 0.33 | 4373 | 4286 |
| 4 | 2 | 1 | LTA | 0.84 | 5.00 | 7.12 | 7.67 | 27\% | 0.2 | 29.94 | 17.94 | 140 | :38 | 78.08 | 28.67 |
| 4 | 2 | 1 | Tru $\rightarrow$ | 248 | 12.50 | 330 | 3.82 | 7.12 | 0.47 | 26.72 | 13.72 | 290 | 294 | 6414 | 21.35 |
| 4 | 2 | 1 | Fiogre ${ }^{\text {c }}$ | 1.30 | 0.05 | 1.73 | 1.38 | 3.11 | 0.57 | 21.62 | 9.02 | 0.67 | 0.84 | 78.10 | 2546 |
| 8 | 4 | 1 | Let K | 9.78 | 3.90 | 234 | 1.15 | 3.49 | 0.88 | 54.28 | 18.28 | 0.87 | 0.81 | 71.09 | 30.4 |
| 8 | 4 | 1 | Tru* | 1967 | 25.06 | 15.58 | 7.17 | 2273 | aes | 5230 | 10.30 | 472 | 4.57 | e0:53 | 3422 |
| 8 | 4 | 1 | Rophe K | 4.10 | 925 | S.55 | 20 | 7.56 | 073 | 48.50 | 13.50 | 0.83 | 0.87 | 7213 | 3288 |



Additional Notos:
Period 4
Promption Settings - $>00 \mathrm{Min}, 45 \mathrm{Max}$, 60 Reservice, 25 Delay. 13 Intibit
Pistoon Settings - $>11$ Vehides in 10 seconds
F: Waytresearch Excen FilesiPenod4 $150 \% 100-45-60-25-13 \_11-101$
P4a-50. d s
Figure D-16 Period 4 Configuration A-50


Summary of Meeasures of Effectiveness Average Values:

|  | L椋 |  | 400 | vartide |  | Vatictmane |  |  | Resto | Beovid |  | Votmen |  | avwege |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prove | suat | End | Crowp | 10 | Trem | mown | Dever Time | Tatar Tine | move Toter | Tatem Jreo | Deary Time | Cumen 7 ces | 8xap Tme |  | spedy mow |
| 5 | $\checkmark$ | 1 | Lemk | 5.22 | 745 | 5.6 | 3.13 | 278 | 0.64 | 71.83 | 2 F 20 | 241 | 230 | 91.28 | 35.31 |
| 2 | 8 | 1 | Trus 9 | sasa | 7220 | 54.91 | 270 | Q 20 | 286 | 5293 | 732 | 4.54 | 445 | 33.4 | 4763 |
| 2 | - | 1 | Prove ${ }^{\text {a }}$ | 1.79 | 258 | 190 | 4.35 | 220 | 081 | 51.10 | 778 | 007 | 207 | 30.50 | 44.73 |
| 1 | ${ }^{3}$ | 1 | Letay | 5.55 | 9.28 | 603 | 430 | 1033 | 0.50 | $\sigma 10$ | 2702 | 32 | 3.34 | 3435 | 3274 |
| $B$ | - | 1 | Trun 4 | 3521 | 59.0 | 3825 | 0.40 | 46.73 | 082 | 47.75 | ces | 258 | 277 | 2400 | 453 |
| B | 8 | 1 | Reame | 960 | 10.00 | 1043 | 3.00 | 13.43 | 078 | 50.40 | 11.30 | 035 | 0.32 | 4250 | 2* |
| 4 | 2 | 1 | Lent | ces | 5 E | 113 | 170 | 283 | 041 | 30.21 | 1821 | 1.43 | 140 | 60.58 | 1858 |
| 4 | 2 | 1 | Tmu $\rightarrow$ | 249 | 12.60 | 3.38 | 382 | 714 | 0.47 | 25.62 | 13.2 | 295 | 200 | 6300 | 21.30 |
| 4 | 2 | 1 | Prope $x$ | 1.30 | ses | 1.73 | 1.37 | 3.10 | 0.57 | 2152 | 95 | 005 | 0.03 | 7954 | 25.50 |
| 8 | 4 | 1 | Lenc | 1.76 | 3.90 | 234 | 113 | 347 | $0 \cdot 8$ | 5408 | 18.08 | 0.50 | 0.80 | 7282 | 30.54 |
| B | 4 | 1 | Truse | 11.74 | 23.10 | 13.85 | 742 | 23.18 | $0 \cdot 0$ | 5278 | $10 \cdot 0$ | 4.8 | 488 | 61.28 | 3100 |
| B | 4 | 1 | Ruptick | 414 | 920 | 5.5 | 188 | 750 | 073 | 69.38 | 13.38 | 0.93 | 0.87 | 200 | 3200 |


|  | Lert |  | Upor | vericio |  | veicth minu |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ptrees | start | End | Orocs | - | Ttipm | Mose True |  | Toter True |
| 5 | a | 1 | Lenk | 1.87 | 207 | 208 | 107 | 300 |
| 2 | B | 1 | Trua $\uparrow$ | 200 | $30:$ | 290 | 169 | 3.68 |
| 2 | 8 | 1 | Prose | 1.05 | 1.50 | 1.14 | 0.30 | 140 |
| 1 | 6 | 1 | Lens | 1.76 | 2 m | 1.81 | 100 | 3.35 |
| 6 | 0 | 1 | Mrud | 200 | 438 | 285 | 257 | 430 |
| 8 | B | 1 | Rogek | 184 | 300 | 1.80 | O.Es | 255 |
| 4 | 2 | 1 | Lett | 0.33 | 227 | 0.4 | 0.87 | 123 |
| 4 | 2 | 1 | Thru $\rightarrow$ | 0.4 | 202 | 0.56 | 122 | 4.75 |
| 4 | 2 | 1 | fogre | 0.35 | 232 | 0.46 | 050 | 0.82 |
| 9 | 4 | 1 | Leta | 065 | 1.45 | 0.87 | 0.51 | 124 |
| 0 | 4 | 1 | Trus 4 | 156 | 3.48 | 200 | 270 | 44 |
| B | 4 | 1 | Protar | 100 | 228 | 1.38 | 051 | 18 |

stopped Vartcive Per Appronach





Adeftional Notsa:
Period 4

Figure D-17 Period 4 Configuration B-50


